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Abstract: To improve the accuracy of text clustering, fuzzy c-means clustering based on topic concept sub-space

(TCS2FCM) is introduced for classifying texts. Five evaluation functions are combined to extract key phrases.

Concept phrases, as well as the descriptions of final clusters, are presented using WordNet® origin from key

phrases. Initial centers and membership matrix are the most important factors affecting clustering performance.

Orthogonal concept topic sub-spaces are built with the topic concept phrases representing topics of the texts and

the initialization of centers and the membership matrix depend on the concept vectors in sub-spaces. The results

show that, different from random initialization of traditional fuzzy c-means clustering, the initialization related

to text content contributions can improve clustering precision.
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Clustering'"™ analysis is a method of exploratory
identification, which is automatically classified based
on the similarity between patterns. The objective is to
make the similarity between patterns inside the cluster
as much as possible, and the similarity between patterns
outside the cluster as little as possible.

The fuzzy c-means clustering algorithm is a kind
of unsupervised learning in pattern recognition. It does
not need training and can be automatically classified by
machine learning. Actually, the FCM algorithm is the
mapping from the initial clustering center to the final
clustering result. Once initialization” ™ is determined,
the clustering result is exactly identified.

Considering the characteristics of text clustering,
this paper first extracts the key phrases, and then ab-
stracts the topic concept to build topic concept sub-
space. Finally, with the mapping from the text set to
the topic concept sub-space, we can have each initial
center and membership matrix.

1 Related Work

Hearst and Pedersen' found that the related doc-
uments should usually be similar, in other words, they
should share the same topic. If a phrase is the key
phrase that represents the topic of a document, the doc-
ument set sharing this phrase should be similar to the
topic.
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Through sorting the order of parsed phrases and
then extracting key phrases, Zeng et al.!" proposed a
novel method to cluster web search results. In this ap-
proach titles and snippets are used for analysis and key
phrase extraction. Because each result set has a phrase
as its topic, Zeng’ s method is considered to be visual-
ly effective and practical. The experiments also indi-
cate that it obtains a satisfactory effect.

1.1 Text parsing and candidate key phrase extrac-
tion

Clustering dealt with the whole text in previous
versions, which caused too many feature vectors and
was very time-consuming. Therefore, in TCS2FCM ti-
tles and snippets are used to parse documents.

1) Perform punctuation analysis for titles and
snippets so as to divide them into single sentences.

2) Perform lexical analysis for each word of all
sentences using the sentence parsing tool ( minipar),
then generate all the phrases with three or fewer words
using n-gram method(n =3 in this paper)

3) Hande generated phrases:

(D Delete phrases containing words in the stop-
word list;

(2 Deal with the remained phrases using Porter’ s
stemming algorithm to merge words with the same
stem such as cluster and clustering.

By the above steps, we have the candidate key
phrase pool.

1.2 Key phrase extraction

Five attributes are listed below, which represent
five aspects of the relationship among documents or
among patterns. During the period of text analysis, each
candidate key phrase is calculated for these five attrib-
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utes to receive a final weighted linear combination ei-
genvalue. The extent to which how much a phrase can
represent the topic of a document depends on the ei-
genvalue:

1) Phrase frequency/inverted document frequency
(TFIDF);

2) Phrase length (LEN);

3) Intra-cluster similarity (ICS);

4) Cluster entropy (CE);

5) Phrase independence (PI).

We can sort candidate key phrases by weighted
linear eigenvalues in five attributes and select the top N
phrases as final key phrases, here we choose N as
75% .

Finally, each key phrase is treated as the topic of
each cluster, and each cluster is just a document set
sharing each phrase. Now we receive clustering result
of corresponding topic.

Although the algorithm in Ref. [1] has the advan-
tage of visual effectiveness, there are still some prob-
lems. It just simply classifies texts sharing key phrases
into the same cluster, but does not actually use the
clustering algorithm. Although there is little effect on
the recall, it leads to relatively low clustering preci-
sion.

2 Text Clustering using TCS2FCM Algo-
rithm

2.1 Introduction of FCM algorithm

The fuzzy c-means algorithm is an automated
classification method of data samples. Through the op-
timization of the fuzzy objective function, membership
of every sample point to the cluster center can be ob-
tained, thus determining the ownership of sample
point.

Initialization: choose a constant & >0, set the num-
ber of iterations k =0, and provide random cluster cen-
ter V(0).

(D Fix cluster number ¢ and fuzzy coefficient m;

(2 Randomly initialize fuzzy cluster center C,(1<
i<c);

(3 Compute membership matrix u;

(4) Update the fuzzy cluster center to C ", compare
C" and C with an appropriate norm; if lc* -C| <e,
then stop, or return to step @).

2.2 TCS2FCM algorithm

Only rarely is there a text set containing only one
topic. A text set usually has multiple topics. The con-
cept phrases extracted in the above algorithm embody
the contents of the text, so they can be seen as a set of
topic phrases.

However, previous experiments have shown that
the number of above topic phrases was very great. Mo-

reover, due to non-orthogonality of concept phrases in
the vector space, there is huge redundancy among
them. So much redundancy results in much more clus-
tering time; even worse, it can lower clustering preci-
sion.

WordNet''"™ is a large lexical database of
words, developed under the direction of George A.
Miller. Nouns, verbs, adjectives and adverbs are
grouped into sets of cognitive synonyms ( synsets),
each expressing a distinct concept. Synsets are inter-
linked by means of conceptual-semantic and lexical re-
lations. Therefore, we can abstract common concepts
from synonymous key phrases as topic concepts.

Meanwhile, we define the topic concept set of
those texts similar in content as topic concept sub-
spaces. Among them, each topic concept is one dimen-
sion of a sub-space and the value of a text in this di-
mension is exactly the projective value. The higher the
value is, the more weight this topic concept occupies in
the whole central meaning. Here, it must be noted that
how “texts similar in content” can be defined. There
are many ways to judge whether texts are similar in
content, such as the Euclidean distance, cosine similari-
ty and so on. But in this paper, the conclusion of Ref.
[2] has been adopted: the texts sharing topic phrases
are similar in content. Therefore, we consider text set
sharing a certain amount of topic concept phrases as
texts similar in content.

After obtaining topic concept sub-spaces, we can
use the center of each sub-space as initial clustering
centers. The specific clustering steps are as follows:

(D Assume a total number of M topic concept
phrases, and with each phrase the initial cluster types
have been determined: C = {C,, C,..., C}.

(2 Assume a total number of N texts and each
phrase has its corresponding TF value ¢,, so the mem-
bership of a phrase can be represented by the propor-
tion TF value of this phrase that occupies the whole TF
value

T

=M
2
i=1
@ Compute centroid o, for each initial cluster
type C,; using the weighted formula:

0, = Z(Mik)mxk/ Z(Mik)m

where u,;, is the membership of the k-th text in C; and
x, is the k-th text vector, i =1,2, ..., M. If we set the
value of C in the FCM algorithm to M, the initial M
centers are just initial clustering centers ¢; =0,,i =1,2,
e M.

@ Update membership matrix g *:

Mik
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pp = ifd, #0;j =1,2,.c
)
FETRY
Wy =1 ifd;, =0
i =0 ifd, =0, t £
where d; represents the distance between the k-th text
and the j-th cluster center,i=1,2,...,c
(& Update cluster center C* according to u "
N
2 (Iu’;: )mxk
C* — k—]lv
2 ()"
k=1

(© Compute criterion function |C* -C|| < &, if
satisfied, clustering is finished, or return to step @), un-
til criterion function is satisfied.

(D The initial cluster topics are just final cluster
topics.

3 Evaluation Measurement

It is difficult to measure their final effects of tradi-
tional clustering methods, but with this method, we can
make use of traditional IR measurements: recall and
precision because each cluster has its own topic. This
paper has re-defined recall and precision referring to
Refs. [1 —2].

First, the concept phrases are extracted as initial
topics; then use manual tagging to distribute every text
to its corresponding cluster. In this way, we obtain the
reference clustering which is so-called soft clustering.
In other words, one text may be able to have multiple
topics. Finally, TCS2FCM is used to generate actual
clustering. By comparison between the reference clus-
tering and the actual clustering the evaluation measure-
ment is presented.

N, N F,| N, N F,|
NI | F|

where P,@ N, R,@ N represent the precision and the re-

call of the i-th cluster in result cluster set N, respec-

tively; N, and F, represent the i-th actual cluster and the

i-th reference cluster, respectively.

The total recall R and total precision P are the av-
erage of every recall and every precision.

P@N = R@N =

c
Y R@N

R@NZL
M

C
Y P@N
P@N ="
M

4 Experiments and Discussion

In this paper, experiment data set is about 3 x 10’
IEEE/IEE articles downloaded from IEEE databases. In
the experiment, we use the coefficients of five attrib-
utes in Ref. [1], but it should be noted that it can be
obtained expediently by the well-known simulated an-

nealing algorithm.

Pal'" has drawn from the effectiveness of cluste-
ring that the best range of m should be from 1.5 to
2.5. Therefore, this paper chooses different m values
from 1.5 to 2.5 in order to compare corresponding
cluster precision and recall. Experiments show that 1.9
is a proper value of m.

Fig. 1 illustrates the comparison between Ref. [1]
and TCS2FCM, which indicates that while correspond-
ing recalls have minor differences, TCS2FCM has an
obvious advantage over the algorithm of Ref. [1] in

precision and promotes precision considerably.
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Fig.1 Comparison of effect between the algorithm of
Ref. [1] and TCS2FCM

What is the distinction between FCM of the ran-
dom initial center and TCS2FCM? Fig.2 gives the an-
swer. Combining with Fig. 1 we can find that FCM of
the random
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Fig.2 Comparison of effect between FCM and TCS2FCM

initial center performs unsatisfactorily, sometimes even
worse than the algorithm of Ref. [1] in both precision
and recall.

Besides, to make a more comprehensive evalua-
tion of the results, we employed the well-known F-
score method to evaluate clustering effects:

_2PR
score P +R
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As shown in Fig. 3, the common FCM algorithm
will cause retrogression in clustering effects to be even
worse than the algorithm of Ref. [1] on the one hand;
on the other hand, TCS2FCM performs well in both
criterions.
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Fig.3 Comparison of F-Score among Ref. [1], FCM and
TCS2FCM

5 Conclusion and Future Work

We conclude that TCS2FCM is really beneficial
for text clustering. In this paper, we propose a new
method to effectively fuse the topic concept into fuzzy
c-means clustering, and achieve good results on the
performance of text clustering.

Considering the time-consuming characteristics of
fuzzy c-means clustering, once its efficiency is well
promoted, it is more valuable for applications such as
article search result clustering, document clustering,
etc.
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