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Abstract: To achieve high parallel computation of discrete
wavelet transform (DWT) in JPEG2000, a high-throughput
two-dimensional (2D) 9/7 DWT very large scale integration
(VLSI) design is proposed, in which the row processor is
based on flipping structure. Due to the difference of the input
data flow, the column processor is obtained by adding the
input selector and data buffer to the row processor.
Normalization steps in row and column DWT are combined to
reduce the number of multipliers, and the rationality is
verified. By rearranging the output of four-line row DWT with
a multiplexer (MUX), the amount of data processed by each
column processor becomes half,
output architecture is implemented. For an image with the size
of N x N, the computing time of one-level 2D 9/7 DWT is
0.25N* + 1. 5N clock cycles. The critical path delay is one
multiplier delay, and only 5N internal memory is required.
The results of post-route simulation on FPGA show that clock
frequency reaches 136 MHz, and the throughput is 544
Msample/s, which satisfies the requirements of high-speed
applications.
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and the four-input/four-

iscrete wavelet transform ( DWT) can decompose
Dsignals into dyadic tree-structured subbands with
multi-resolution structure, which is widely used in digital
signal processing, image analysis, communication, and
image compression''’. The international still image cod-
ing standard JPEG2000 adopts DWT as the former data
transform, which obtains high compression quality at a
low rate. Generally, JPEG2000 adopts two-dimensional
(2D) 9/7 DWT for lossy mode.
Convolution-based architectures were first used in
DWT VLSI design. Several classic structures'”” were
proposed for one-dimensional (1D) DWT, and Zervas et
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al. ' proposed a 2D structure. However, the main draw-
backs of convolution-based architectures are high compu-
tation and a large memory cost. To reduce the computa-
tion, lifting-based DWT was proposed by Sweldens et
al. "™ and adopted in JPEG2000 standard. Huang et
al. ™ proposed an optimized architecture of lifting-based
DWT, called flipping structure, which extracts a proper
constant in each computing unit of polyphase matrix of
lifting-based DWT. Compared with lifting structure, flip-
ping structure improves peak signal to noise ratio (PSNR)
by more than 40% for multilevel DWT, obtains a shorter
critical path, and costs less memory. To gain a higher

throughput, Tian et al. """

proposed a multi-input/multi-
output (MIMO) structure for common use. However, its
basic computing unit adopts the lifting-based structure,
which limited the performance. Wu et al. """ designed a
pipeline architecture for JPEG2000 by merging the predic-
tor and updater into one single step. However, it only has
one-input/one-output throughput, leading to a high com-
puting time.

We propose a four-input/four-output 2D 9/7 DWT
VLSI design for JPEG2000, in which the row and column
processors are based on flipping structure. Also, the nor-
malization processes are combined to save multipliers and
computing time. Experimental results show that the pro-
posed architecture has a great performance in critical
path, computing time, and memory cost.

1 Flipping Structure for 1D 9/7 DWT

The basic 1D 9/7 filter convolution can be expressed as
follows:

Y= X h()x(2n — i)
| 0

»o= 2 8()x(2n = i)

where h(z) and g(z) are lowpass and highpass analyzer
filters, respectively; x(n) is the original sequence; y, and
v, are the outputs of lowpass and highpass filters, respec-
tively.
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The filter bank 4(z) and g(z) can be expressed with a
polyphase matrix P(z). Since any filter bank of perfect
reconstruction can be implemented by lifting structure'’,
P(z) can be decomposed into several computing units, as
expressed in Eq. (2) and Eq. (3). Lifting-based DWT is
based on Eq. (3). Then Eq. (1) can be expressed as

x,]P(z) (4)

where x, and x, are the original data in even and odd posi-
tions, respectively. According to Eq. (3) and Eq. (4),
the original data are separated into even and odd parts.
The rule of the interactive calculation between the two
parts is determined by P(z).
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Inversing the multiplier coefficient in each computing
unit of P(z), we obtain P(z) for flipping-based DWT as
follows:
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where «, B, y, 6 are the lifting coefficients; K and 1/K
are the normalization coefficients; g’ =2'8, y' =2y, &'
=26. The second, third and fourth units in Eq. (5) have
less roundoff noise than that in Eq. (3), which will be
discussed in Section 2.

Though the first four computing units of P(z) in Eq.
(5) only have a difference in multiplier coefficients from
those in Eq. (3), the critical path delay is reduced by one
adder delay. For example, the output of the first unit in
Eq. (3) is [x,(n) a(x.(n) +x,(n-1)) +x,(n)]. If
this unit is computed in one clock cycle, the critical path
delay is the sum of one multiplier delay and two adders
delay. If two clock cycles are allocated to this unit, the
delay will be reduced by one adder delay. In Eq. (5), the
output of the first unit is [x,(n)/a x.(n) +x.(n-1) +
x,(n)/a]. If this unit is computed in one cycle, x,(n) +
x.(n—-1) and x_(n)/«a will be calculated simultaneously.
Thus, the critical path delay is the sum of one multiplier
delay and one adder delay. If two cycles are allocated,
x,(n) +x,(n—-1) and x, (n)/«a can be calculated in the
first cycle, and the sum can be calculated in the second
cycle. Thus, the critical path delay is only one multiplier
delay. The other three units have constant coefficients
(1/16 or 1/2), which can be easily implemented by dis-
location assignment.

According to Eq. (5), 1D 9/7 DWT has two similar
flipping steps and a normalization step. The first flipping
step contains the first and second units. The second flip-
ping step contains the third and forth units. The normali-
zation step is implemented by the fifth unit. Therefore,
two similar processors only being different in multiplier
coefficients are designed and linked to be the main struc-
ture of 1D DWT. Fig. 1 shows an architecture of the first
flipping step with a five-stage pipeline, and the data flow

is similar to that of the column processor in Wu’s struc-
[11

ture'""’. The path between two registers is computed in one
T_reg Low_reg
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Fig. 1

1D 9/7 DWT basic processor’s detailed architecture( first lifting step)



A high-throughput VLSI design for JPEG2000 9/7 discrete wavelet transform 21

clock cycle, and occupies one stage in the pipeline. In
Fig. 1, the first stage contains multiplication, and the oth-
er stages only contain assignment or an addition opera-
tion. Therefore, the critical path is dominated by the first
stage with a delay of one multiplier. Since the multipl-
ying operation cannot be avoided, the critical path delay
has reached its limit.

The main drawback of Wu’s structure
range of the output in each unit. For example, the value
of B in Eq. (3) is close to —0.05, so the valid range will
be improved 20 times in Eq. (5) if 1/16 is not multi-
plied, which means that five more bits have to be used to
express the output. Therefore, the proposed architecture
uses 1/(aB) " as the second multiply coefficient. As a re-
sult, the bit width of registers in the proposed structure is
smaller than that in Wu’s structure.

1" is the large

2 Proposed 2D 9/7 DWT Architecture
Based on the 1D 9/7 DWT flipping structure, a four-

input/four-output 2D 9/7 DWT architecture is proposed,
as shown in Fig. 2, in which N is the height and width of
the image. For multi-level DWT, the input of the first
level is raw image data, and the input of the M-th level is
the coefficients of LL subband in the (M - 1)-th level.
The data flows of three key points in Fig. 2 are shown in
Fig. 3. To implement high throughput, a multiplexer
(MUX) is used to ensure the data of the former N/2 col-
umns export in the first two lines, and the data of the lat-
ter N/2 columns export in the last two lines ( see “MUX
output and delay” in Fig. 3). Therefore, from the per-
spective of the column processors, the length of a row is
N/2 not N. To rearrange the four-line data, the output of
the latter two lines in row DWT needs to be delayed N/2
cycles (see “MUX input” in Fig.3). The MUX contains
a counter and four basic two-input/one-output multiplex-
ers.

In Fig. 2, row-pl and row-p2 are row processors for
the first and second flipping steps, respectively. Col-pl and
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Fig.2 Four-input/four-output flipping-based DWT architecture
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Fig.3 Data flow of three key points of 2D DWT architecture

col-p2 are the column processors for the first and second
flipping steps, respectively. Norm-p represents the com-
bined normalization steps. The structure in Fig. 1 can be
directly used as row-pl, because it works at front-ends
and obtains original row data in time. Row-p2 can be ob-
tained from row-pl by changing 1/« to 1/(B8'y"), 1/
(aB’) to 1/(v'8"). The output of row-p2 is the coeffi-
cients of L and H subband without the normalization step.
However, col-pl and col-p2 obtain the data from the
same column per N/2 clock cycles; thus, buffers are nee-
ded to store the intermediate data. In addition, the coeffi-
cients of L and H subband are interlaced in each line of
the MUX output ( see Fig. 4 (b)); thus, each col-pl
needs to select the coefficients of L. (or H) subband from
two lines. Therefore, col-pl is obtained from row-pl by
adding the input selector, which changes T_reg and Sum_

reg to T_FIFO and Sum_FIFO with N/4 depth, as shown
in Fig.5. Only one of x(i,2j) and x(i,2j+1) is valid at
a time, and the switcher is used to choose the valid signal
and export the ordered input data. Since col-p2 need not
select the line, it can be obtained from col-pl by discar-
ding the input selector and changing 1/« to 1/(8'y"), 1/
(aB') to 1/(y'8"). The precise data flows of three key
points marked in Fig. 2 are displayed in Fig.4. Fig.4(a)
shows that the output of the first line in row DWT con-
tains L and H subband coefficients. Fig.4(b) shows that
the repeated cycles of each column are changed from N to
N/2. Fig.4(c) shows that the output of the first line in
column DWT contains the coefficients of two subbands,
and the repeated cycles are N/2. The data flow of point C
is the same as that of point B except one clock delay.
Therefore, the coefficients of L subband are selected by
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col-pl in the first line, and the coefficients of H subband
are selected by col-pl in the second line.

Norm-p combines the normalization steps of row and
column DWT, which saves one multiplier in each line
and one clock cycle, but it decreases the precision of col-
umn DWT input and affects the PSNR tightly.

By inversing the multiplier coefficients and multiplying
1/16 or 1/2, flipping-based DWT makes the coefficients
in the computing units less than but close to 1, leading to
a low roundoff noise and a high PSNR". Tab. 1 shows a
PSNR comparison of the lifting-based structure, the flip-
ping-based structures with and without combining normal-
ization steps. Each value in Tab. 1 is the average PSNR
of eight gray images with the size of 256 x 256 pixels.
Tab. 1 shows that all PSNR values have a difference of
less than 0.5 dB between the flipping-based structure with
and without combining normalization steps, both of
which obtain a much higher PSNR than the lifting-based
structure. Therefore, the decrease of PSNR by combining
normalization steps can be ignored.

T_FIFO Low_reg

s(3,7)/d (5, j)

I

0

Hi_reg

N/4
Sum_FIFO

Hi_reg_delay

/0 1\ o F

Fig.5 Detailed architecture of col-pl

Tab.1 PSNR comparison (12-bit multiplier coefficients) dB

2D 977 ﬂi;;ionpgoj)eied ﬂip;(r)lrgn—ql?;sed Lifting-based
DWT level structure structure structure
1 60.495 60. 689 51.357
2 57.425 57.773 44.484
3 55.176 55.577 40.646
4 53.345 53.782 37.599
5 51.979 52.343 35.066

The output of norm-p contains coefficients of two sub-
bands (see Fig.4(c)). As shown in Fig. 2, the coeffi-
cients of LL and LH subbands are interleaved in the first-
line and third-line norm-ps, while the coefficients of HL
and HH subbands are interleaved in the other two lines.
The former two norm-ps export coefficients are trans-

formed from the former N/2 columns, while the latter
two norm-ps export coefficients are transformed from the
latter N/2 columns. According to Eq. (5), the normali-
zation coefficient for LL subband is (a3'y'8'K)*, for HH
subband is (aB'y’6'/K)?, and for the other subbands is
(o'y'8")’. The detailed structure of norm-p is shown in
Fig. 6. The control signal is determined by the subband

that the “Input” signal belongs to. In the first and third

Control
signal
DWT
Input
output

Fig.6 Detailed structure of norm-p
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norm-ps, K, =(aB'y'6'K)’ and K, = (a8'y'8")". In the
second and forth norm-ps, K, = (aB8'y’8’)’ and K, =
(Olﬂ/ylts,/mz.

3 Experimental Results and Comparison

The four-input/four-output architecture for an image
with the size of 256 x 256 pixels has been implemented by
Verilog HDL and synthesized on Xilinx Spartan6 1x150t
FPGA. The synthesis result is shown in Tab. 2, and the
system frequency is as high as 154 MHz. The width of
FIFO and delay registers is 12-bit, and memory cost is
only 2.375 KB. The results of post-route simulation
show that the frequency can reach 136 MHz. Since four
coefficients are processed per cycle, the throughput rea-
ches 544 Msample/s on Spartan6 platform.

Tab.2 Synthesis result of the proposed architecture
Frequency/MHz LUT number Memory/KB

Technology Library

To evaluate the performance of the proposed architec-
ture, different architectures are compared in terms of
throughput rate, computing time, etc. The size of the test
image is N x N. The computing time is measured by
clock cycles. In applying the proposed architecture, the
computing time required to transform one-level 2D 9/7
DWT is 0. 25N° + 1. 5N clock cycles. As discussed in
Section 2, the critical path delay is one multiplier delay.

The memory refers to the registers and the depth of FI-
FOs.
5N, including N/2 memory in each column processor and
N registers before the MUX. One processor contains one
multiplier and two adders, and a norm-p contains one
multiplier. Thus, the proposed architecture costs 20 mul-
tipliers and 32 adders.

The memory cost of the proposed architecture is

The performance comparison of several 2D 9/7 DWT
architectures is listed in Tab. 3. Compared with most
published works, the proposed design gains a great per-

Xilinx Spartan6 1x150t 154 4301 2.375
formance in speed and memory cost. The architecture in
Tab.3 Performance comparison
Architectures Throughput rate Computing time/cycles Multiplier Adder Memory Critical path delay

Proposed 4 input/output 0.25N* +1.5N 20 32 5N T,
Lifting +4 stages!!"! 4 input/output 0.25N* 16 32 6N +40 T, +2T,
Flipping + no pipe!”’ 2 input/output 10 16 4N T, +5T,
Flipping +5 stages!”! 2 input/output 10 16 11N T,
Lifting + 5 stages'!! 1 input/output 6 8 5.5N T,

Note: T,, means the delay of one multiplier, and 7, means the delay of one adder.

Ref. [10], even using fewer multipliers, is very close to
the proposed architecture. However, its computing time
is 0. 25N* clock cycles for the four-input/four-output ar-
chitecture, which does not include the delay before the
MUX and the FIFOs delay in the column processors.
Thus, the computing time in Ref. [10] is at least O. 25N’
+1.5N clock cycles. Since the lifting-based structure is
adopted in Ref. [10], its PSNR is much lower than that
of the proposed architecture. Besides, the architecture in
Ref. [10] costs about 20% more memory. The computa-
tion cycles of the other three architectures are not availa-
ble, but their throughputs are much lower than that of the
proposed design. the two-input/two-output
structures take twice as much computing time as the pro-

Generally,

posed design while the one-input/one-output ones take
fourfold as much computing time. In addition, the pro-
posed architecture has an advantage in its critical path,
which indicates a higher system frequency.

4 Conclusion

A VLSI design for JPEG2000 9/7 DWT is proposed in
this paper. It adopts a flipping structure as the basic com-
puting unit and combines the normalization steps in row
and column DWT. Besides, it uses a MUX to rearrange
the output of the row processors to implement four-line
input and four-line output. For a gray image with the size
of N x N, the computing time of one-level 9/7 DWT is

0.25N* + 1. 5N clock cycles. The critical path delay is
one multiplier delay, and only 5N internal memory is re-
quired. The results of the post-route simulation on Spar-
tan6 platform show that the frequency is 136 MHz, and
the throughput reaches 544 Msample/s. It can be an effi-
cient alternative for high-speed and memory-efficient ap-
plications.
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