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Abstract:

To decrease the complexity of MAP algorithm, reduced-state or reduced-search techniques can be applied. In

this paper we propose a reduced search soft-output detection algorithm fully based on the principle of M-algorithm for

turbo-equalization, which is a suboptimum version of the Lee algorithm. This algorithm is called soft-output M-algorithm

(denoted as SO-M-algorithm) , which applies the M-strategy to both the forward recursion and the extended forward recursion

of the Lee algorithm. Computer simulation results show that, by properly selecting and adjusting the breadth parameter and

depth parameter during the iteration of turbo-equalization, this algorithm can obtain good performance and complexity

trade-off .
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For digital communication over channels with
intersymbol interference (ISI) and additive white
Gaussian noise (AWGN), the maximum likelihood

sequence estimation (MLSE) algorithm“’zi is an

optimum sequence detection algorithm providing
hard-output, while the maximum a posteriori
probability (MAP) algorithm®* is an optimum
symbol-by-symbol  detection  algorithm delivering

soft-output. Although the complexity of the MAP
algorithm is higher than that of the MLSE algorithm,
the ability of delivering soft-output makes the MAP

[5]

algorithm be able to perform turbo-equalization” and

greatly improve the error rate performance.

Both the MLSE algorithm and the MAP algorithm
view the channel filter as a discrete finite state machine
(DFSM) and perform recursion through the trellis of
the DFSM. When the length of the channel impulse
response (CIR) and/or the size of the channel symbol
set are large, the number of the states of the channel
DFSM trellis will become very large and those
algorithms will become too complex to be realized.
Because S, the number of states of channel DFSM
trellis, increases exponentially with L, the length of
channel impulse response, we have S = M, where
M is the size of channel symbol set.

To decrease the complexity of MAP algorithm,
there are two kinds of sequence estimation algorithms,
i.e. the reduced-state sequence estimation (RSSE)
algorithm® and the M-algorithm” . The principles of

reducing complexity in these sequence estimation
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algorithms can also be used to reduce the complexity of
symbol-by-symbol soft-output detection algorithm. Ref.
[8] compared some reduced-state soft-output detection
algorithms(denoted as SO-RS-algorithm) based on the
principle of RSSE for concatenated detecting and
decoding. Ref. [9] proposed a reduced-search soft-
output decoding algorithm partially based on the
principle of M-algorithm for turbo decoding. In this
paper we discuss a reduced complexity soft-output
detection algorithm, the soft-output M-algorithm, fully
based on the principle of M-algorithm for turbo-

equalization.
1 Review of the MAP Algorithm

In general, the MAP algorithm (or a posteriori
probability (APP) algorithm) is a solution to the
problem of calculating the a posteriori probability of
the input symbols (or the output symbols, the states)
of a DFSM on the condition that the output sequence of
the DFSM, observed through a discrete memoryless
channel (DMC), is given.

The underlying model of DFSM + DMC is depicted
in Fig. 1, where s, is the state sequence of the DFSM

sﬂ
% —>| DFSM |L>| DMC |—>z"

Fig.1 The model of DFSM + DMC

taking values from a finite set S, x, and y, are the
input and output sequences of the DFSM taking values

from finite sets X and Y respectively, and z, is the
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output sequence of the DFSM observed through the
DMC. Suppose we have got a segment of observed
sequence |z, ||, our purpose is to calculate the APP of
a particular input symbol %, i.e., P(x, 1 {z,11).
There are two types of MAP algorithm: the BCJR

]

algorithmm and the Lee algorithmM . Both algorithms

have their equivalent Log version and simplified

Max-Log version. They are summarized in Tab.1,

where s,_, y—ls, denotes a trellis branch with starting
1

Tab. 1

state s;_;, ending state s;, input symbol x;, and output

symbol y, . 5( S ﬁs,) = 1if s, ﬁs, is a valid
Yi Yi

X . . .
—s, is an invalid
1

branch, 5(31_1 %31) =0 if s,
1

branch. When N is a constant, the algorithms operate
at block mode. When N = k£ + D, and D is a

constant, the algorithms operate at continuous mode.

Two types of MAP algorithm

Branch values
State values of forward recursion

Initialization of forward recursion
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Forward recursion

State values of backward recursion
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Branch values
State values of forward recursion

Initialization of forward recursion

az(S/) =

Forward recursion
The Lee  State values of extended forward recursion
algorithm

Initialization of extended forward recursion

7/(51_1,55/7}’1) = P(x; | s;_)P(z | yi),l =1,2,,N
ar(s) = PUzt, )0 = 1,2,k

010(80) = P(So)
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x,

5, s
I—I)I 1
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aA.(;%A,,Sk) = ak(sk)ﬁ( * st)

a(xy,8) = 2 0171(921{,8171)71(8171»xz,yz)

Extended forward recursion

Calculation of the APP

P(xy 1 1z,40) =

|
-1y, A
! Za;\(m:&w)
Sy
Z Zdw(xk s Sc\e)
Y oy

The BCJR algorithm includes two recursions: the
forward recursion and the backward recursion. The Lee
algorithm also includes two recursions: the forward
recursion and the extended forward recursion. A
recursion is called a public recursion if its initial state
values are independent of the particular input symbol
fck , and a private recursion if its initial state values
depend on the particular input symbol x, . The forward
the backward

recursion in the BCJR algorithm are public recursions,

recursions in both algorithms and

while the extended forward recursion in the Lee
algorithm is a private recursion. Because the Lee

algorithm includes a private recursion, the

computational complexity of the Lee algorithm is much

higher than that of the BCJR algorithm.
2 The Soft-Output M-Algorithm

To reduce the complexity of the MAP algorithm, a
natural strategy is that at each step of recursion, only

M of the largest state values are retained while the
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others are omitted and set to zeros. Next step of
recursion will be based on the previously retained state
values so that the complexity of the MAP algorithm will
be reduced. This M-strategy is similar to that of the
M-algorithm reducing complexity for MLSE, and the
reduced complexity MAP algorithm based on M-strategy
is called soft-output M-algorithm.

When the SO-M-algorithm is applied to soft-output
detection, the breadth parameter M is sensitive to the
phase response of channel filter. If the channel filter is
a minimum phase filter, M may be quite small for
forward and extended forward recursion because the
significant state values tend to concentrate at a few
states, but may be very large for backward recursion
because the significant state values tend to spread over
a lot of states. Thus the M-strategy seems to be suitable
for the Lee algorithm rather than the BCJR algorithm.
the BCJR still
attractive due to its lower computational complexity.
Ref. [9] proposed a scheme, called M-BCJR algori-
thm, which applies the M-strategy only to the forward

Nevertheless, algorithm s

recursion while restricts the backward recursion on the
states retained during the forward recursion. In this
paper, we discuss the SO-M-algorithm fully using the
M-strategy, specifically, an M-Lee algorithm which
applies the M-strategy to both the forward recursion and
the extended forward recursion and operating at
continuous mode. Assume that the breadth parameter of
the forward recursion is M, , the breadth parameter for
each step of the extended forward recursion is M, -+,
M, , respectively, where D is the depth parameter of
the extended forward recursion, then the computational
complexity of the M-Lee algorithm is proportional to C
= Mg+ (My + -+ My) | X 1.

Suppose the computational complexity is given,
i.e. C is a constant. We should select a proper
composition of the parameters M,, M,, -, M, to
obtain good performance/complexity ratio.

For the M-Lee algorithm under the constraint of
complexity, error is introduced and accumulated along
the recursion because some state values are omitted

during the recursion. To reduce the accumulation of

error, the breadth parameter of previous step of
recursion should be no smaller than that of next step of
recursion, i.e. My = M, =, =, = M,.

Because the M-Lee algorithm is operating at
continuous mode, more information can be obtained for
calculating the APP when the depth parameter D is

larger, which will improve the quality of soft-output.
However, when the depth parameter is larger, the

breadth parameter will be smaller and more error will
be introduced at each step of recursion, which will
degenerate the quality of soft-output. Thus for the
M-Lee algorithm, D should be chosen to keep the
balance between the information and error.

The error introduced at each step of recursion also
depends on the signal-to-noise ratio (SNR) . The lower
the SNR is, the larger the error is introduced. Thus,
generally speaking, larger breadth and smaller depth
should be chosen as SNR is lower, while smaller
breadth and larger depth as SNR is higher. Because the
equivalent SNR is increased during the iteration of
turbo-equalization, better performance/complexity ratio
is expected if the depth parameter and breadth

parameter could be adjusted for different iterations.
3 Simulation

In this section, we will give an example to show
the effect of selecting proper parameters for the M-Lee
algorithm and compare the performance of the proposed
SO-M-algorithm to that of another kind reduced
complexity algorithm, i.e., the reduced-state soft-
output detection algorithm (SO-RS-algorithm)m .

The model of the transmission system is shown in
Fig.2. The transmitter consists of a channel encoder,
The channel

represented by an equivalent discrete-time white noise

coder, and an interleaver, . is

filter model and the channel filter is a minimum phase
filter" .

transmitter, the transmitter is nothing but a generalized

If we include the channel filter h; into the

serially concatenated turbo encoder with its outer
encoder being the channel encoder and inner encoder
being the channel filter (it can be viewed as a special

encoder with code rate of 1).
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Fig.2 The model of the transmission system
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The receiver is a generalized serially concatenated
turbo decoder consists of two MAP modules, MAP, and
MAP,, and a pair of interleaver/deinterleaver, /7" .
MAP, serves as channel symbol probabilistic detector,
while MAP, as channel symbol probabilistic filter and
decoder. During the iteration of turbo-equalization,
only the extrinsic information, permuted by 7' or 7,
is passed between the two MAP modules.

In this paper, coder is Ungerboeck’s 8PSK TCM
with 8 states "’ , m is a random interleaver with length
of 1024, and h, is the same as that of the ISI channel
0.45, v0.25, +0.15,

MAP, uses the Max-Log version of

given in Ref. [5], i.e. |
/0.10, v/0.051 .
SO-M-algorithm while MAP, uses the Max-Log version
of MAP algorithm. The complexity of the
SO-M-algorithm is constrained by C = 32.

Under the constraint of C = 32, we examine three
Myt 18,31, 18,
Fig.3 gives the bit error rate

groups of parameter {Mo , M, -
2,1} and {8,1,1,1}.
performance vs. SNR with these groups of parameter.
It can be seen that the performance at lower SNR with
smaller depth and larger breadth is better than that with
larger depth and smaller breadth, while at higher SNR
the case is inverted. If we adjust the parameters at
different SNR, the performance curve will reach the
lower envelope of Fig.3. However, the equivalent SNR
is increased during the iteration of turbo-equalization,
so even better performance can be obtained by
adjusting the parameters for different iterations. The
principle for adjusting the parameters is based on the
following fact. The convergence process of
turbo-equalization can be represented by curve 132 (i),
the geometric mean of the second largest symbol

probability vs. iteration number, i.e.
K 1
P,(i) = (;Hlpiz(xk>)7<
where P,(x,) is the second largest value of set
{P(x,) | x5, € X} at the i-th iteration, K is the
number of symbols. If turbo-equalization s
convergent, P,(i) will decrease to a lower level as i
increases. Otherwise, P, (i) will oscillate and keep at
a higher level. In this example, for total 10 iterations,
at SNR = 10 dB, six iterations of turbo-equalization are
performed with parameters {8,3}.Then we adjust the
parameters to {8,2,11 and 4
turbo-equalization are performed. At SNR = 10.5 dB,
two iterations with {8,3!, one iteration with {8,2,1}

and 7 18,1,1,1}

iterations of the

iterations with are performed

sequentially, and at SNR = 11 dB, one iteration with
18,3}, one iteration with {8,2,1} followed by 8
iterations with {8,1,1,1{ are performed. The bit error
rate at 10 dB, 10.5 dB and 11 dB by the 10th iteration
(See Fig.4) are lower than those with fixed parameters
(See Fig.3). A scheme of adaptively adjusting the
parameters is developed and will be reported in another
paper. For comparison, the performance of reduced-state
soft-output detection algorithm is also shown in Fig. 4.
The SO-RS-algorithm totally retains 32 state values (16
for forward recursion and 16 for backward recursion), so
its complexity is about the same as that of the SO-M-algo-
rithm. It can be seen that the performance of the SO-M-
algorithm is better than that of the SO-RS-algorithm.
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Fig.3 The performance of the SO-M-algorithm
with different parameters (4th and 10th iterations)
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Fig.4 The performance of the SO-M-algorithm
and SO-RS-algorithm (4th and 10th iterations)

4 Conclusion

The SO-M-algorithm is a reduced search soft-out-
put detection algorithm which applies the M-strategy to
both the forward and the extended forward recursions of
the Lee algorithm. Applying the SO-M-algorithm to
constraint  of

turbo-equalization and under the

complexity, good performance/complexity ratio can be
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obtained by properly selecting and adjusting the
breadth parameter and depth parameter during the

iteration of turbo-equalization.
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