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Abstract:

The enhanced variable rate codec (EVRC) is a standard for the “Speech Service Option 3 for Wideband Spread

Spectrum Digital System,” which has been employed in both 1S-95 cellular systems and ANSI J-STC-008 PCS (personal

communications systems) . This paper concentrates on channel decoders that exploit the residual redundancy inherent in the

enhanced variable rate codec bitstream. This residual redundancy is quantified by modeling the parameters as first order

Markov chains and computing the entropy rate based on the relative frequencies of transitions. Moreover, this residual

redundancy can be exploited by an appropriately “tuned” channel decoder to provide substantial coding gain when compared

with the decoders that do not exploit it. Channel coding schemes include convolutional codes, and iteratively decoded parallel

. »
concatenated convolutional “turbo” codes.

Key words:

The main function of the source encoder is to
transform the input speech signal into a more compact
form. Ideally all of the redundant bits are removed in
the source compression phase. The channel encoder
then adds a certain amount of controlled redundancy to
the input signal. This redundancy, under the form of
an error-control code, is used to protect the information
against the effects of the channel noise. Traditionally,
source and channel coding have been treated as
separate functions, resulting in what is known as a
tandem source-channel coding system. This is justified
by Shannon’s separation principle'’, which states that
the source and channel coding functions can be
designed independently from each other without a loss
in the optimality of the system. However, Shannon’s
theory is an asymptotic result that permits unlimited
delay and complexity. Recently, systems with jointly
designed source and channel coding operations have
been shown to outperform tandem systems under
practical limitations such as finite block lengths. For
reasons of delay and complexity and because of highly
nonstationary sources, many source-coding schemes
still contain redundancy and output bits are of different
significance and error sensitivity. One also notices that
some bits are highly correlated, at least at times.

Under these circumstances, source and channel coding
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residual redundancy, convolutional codes, turbo codes

as well as decoding cannot be treated separately. In
fact, Shannon mentioned this possibility already in his
paper’: “However, any redundancy in the source will
usually help if it is utilized at the receiving point. In
particular, if the source already has redundancy and no
attempt is made to eliminate it in matching to the
channel, this redundancy will help combat noise.”
Consequently, if some redundancy”™™" or bit correlation
is left by the source encoder this should be utilized
jointly by the channel and source decoder”’ .

In this work, we consider joint source-channel
decoding for the reliable communication of EVRC
parameters of Rate 1 encoded speech over very noisy
binary phase-shift keying (BPSK) modulated additive
white Gaussian noise (AWGN) and Rayleigh fading
channels.

This paper is organized as follows. In section 1,
the residual redundancy of the EVRC system is given.
Exploiting residual redundancy with convolutional
encoder and turbo decoder is presented in sections 2
and 3, respectively. In section 4, the channel models
are briefly described. In section 5, the experimental

results are introduced, and we conclude in section 6.

1 Analysis of EVRC Residual Redundancy

One frame of EVRC consists of 10 line spectral pair
(LSP) parameters; which model the signal’ s shortterm
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spectrum, is quantized with a weighted split vector LSP
quantizer. EVRC coding also makes use of adaptive

and fixed codebooks,

speech’s

which simulate the human

voiced and  unvoiced  excitations,
respectively. The adaptive codebook is represented by
7-bit pitch delay, 5-bit delta delay, and three 3-bit
adaptive codebook gains per frame. Similarly, the
fixed codebook is represented by three 35-bit shapes
and three 5-bit gain parameters. The bit allocation for

each set of parameters is shown in Tab. 14,

Tab.1 Bit allocations of Rate 1

Parameter Number of bits
LPCFLAG 1
LSpP 6+6+9+7 =28
Pitch delay 7
Delta delay 5
ACB gain 3x3=9
FCB shape 3x35 =105
FCB gain 3x5=15
(Reserved) 1
Total 171

Our goal is to quantify the residual redundancy in
the CELP parameters that are present in every frame:
the LSP’s, the pitch gains, the pitch delays, the
adaptive codebook gains, and fixed codebook gains; to
do this we will estimate the entropy rate of these
parameters. All the parameters are of different bit
lengths. For consistency we chose to quantify the
redundancy in the 3 most significant bits (MSB’s) of
each EVRC parameter.

For each set of parameters, let the random pro-
cess, | Ui_j§ , represent the three most significant bits
of the ith (quantized) EVRC parameter in frame j,
and let U, = [ Uy, Uy b, U,v]-] , where [ denotes
the number of parameters per frame. We assume that
the process, { U, |, is block stationary, then the per

frame entropy rate of this process is given by

H(U) = hmH(Uj‘U]-,l,Ujpz,”"Ul) (1)
jo
where H(Uj‘U]‘,I,U]LZ,”.9U1) =- 2 P(U; =

1 '

u,U_, = u_,,U = u)log[P(U;, = u
Cw U= Uy = )]
Here, H(U) represents the minimum number of bits
per frame required to describe { U; }j:1,2,-~ without
incurring distortion; alternately, if the process is
encoded at a rate R, then the quantity p = R — H(U)
is the residual redundancy incurred by the encoding.

To estimate the residual redundancy of the EVRC

parameters, it is necessary to provide a probabilistic

model for their generation. We assume that the

parameters can be modeled by a stationary first — order

Markov chain and computing the entropy rate based on

[5]

the relative frequencies of transition We assume

that the parameters in different frames are
independent:
P(U = wlU, = u, U = w5,
U =) = P(U = u) 2)

and within a frame as
P( Ui,j = U ‘Ui—l,j = Ujig,js Ui—2,j = Uit
Ul,j = u],j) = Pfii)(ui,j ‘ui—l,j) (3)

fori =2,3,---,land j = 1,2, . Note that for i = 1,
Eq. (3) becomes P?)(ul'j). This assumption is sup-
ported by a number of observations.

® In practice, detected errors are often masked by
repeating or interpolating parameter values from
adjacent frames.

® A second feature is the ordered nature of the LSP
parameters within one EVRC frame (LSP, < LSP, < -
< LSP,), which suggests intraframe dependency
between the LSP’s.

® There is a little change in the observed entropy
rate of the process if it is computed assuming a
higher-degree Markov
third-order Markov chain'® .

Ultimately, of course, the most important judge of

process,e.g., a second-or

the “fit” of this model is the performance of a decoder
designed to fit this model, which we shall see in
section 5 is quite good.

In order to estimate the residual redundancy of the
various parameters, a large training sequence of speech
database was used; for every frame of speech, an
EVRC algorithm is performed to get the parameters.
The relative frequency of transitions between the three
high-order bits values of each parameter was compiled
to extract Markov transition probabilities. The entropy
of the resulting Markov chains was computed to arrive

at an estimate of the redundancy in each parameter in
!

each frame. let H™ = ZH( U, ;) be the process
iz

entropy rate (in bit/frame) if the parameters were
independent (H" is independent of j since (1) is
independent of j). Note that we can write py = pp +
ow where p, = 36 — H" denotes the frame redundancy
due to the non-uniform distribution of the parameters
and py = H" - H(U) denotes the frame redundancy
due to the memory between the parameters.

The results are compiled in Tab.2 in which we
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provide the values of pj,, py and p; for each individual

parameter as well as for the entire frame.

Tab.2 Residual redundancy bit/frame

Parameter oD oM or
LSP 0.035 0.103 0.138
Pitch delay 0.564 0.698 1.262
Delta delay 0.528 0.629 1.157
ACB gain 0.184 0.289 0.473
FCB gain 1.356 1.483 2.839
Total 2.667 3.202 5.869

It is clear from Tab.2 that the amounts of 16% of
the bits in each frame are redundant bits. Now, the
residual redundancy of the EVRC parameters will be

exploited with two channel coding schemes.
2 Exploiting Residual Redundancy with
Convolutional Codes

The residual in EVRC

parameters can be exploited in a convolutional decoder

redundancy present

by adjusting the Viterbi algorithm decoding metric to
Markov

Maximum a posteriori decoding is optimal in the sense

incorporate the transitional probabilities.
of minimizing the sequence error probability™ . The
MAP decision rule is to choose the code sequence,
{ 2'k | or {.;?k !, which maximizes

P(y* [x*) P(x")
where y* = (y,,y,,

K
sequence, X = (x,%,,

,¥x) is the corrupted received
,Xy) is the sequence of
the transmitted, modulated code symbols, and K is the
sequence length.

For the AWGN and fully interleaved Rayleigh
fading channels with noise variance N,/2, the above
metric reduces to choosing {x,! that minimizes

K
2 |lyk - ap X, H2 - NolnP(xK) =

k=1
K
Z [ H.Yk - a; X "2 ~ NolnP(x, |x, %, 5,)]

k=1

(5)
where {a,| is the sequence of Rayleigh fading
coefficients (for AWGN, a, is the all-one vector for all
k), assumed to be available at the decoder. The prior
distribution P(.;K)is estimated using the Markov model
in conjunction with a large training sequence. Hence

(5) becomes
K
Z ||yk - ax; “2 - NolnP(u, luy w5 ,)
=

(6)

Note that (6) can easily be implemented via a

modified version of the Viterbi algorithm. We will
consider two soft decision-decoding schemes based on
(6).

ML: Maximum likelihood decoding which chooses

the code sequence {x,} that minimizes

K
Z ” Vi — aiXy, “2 (7)
k=0

Here, no redundancy in the EVRC parameters is
exploited in the decoding metric.
MAP: Maximum a posteriori decoding exploiting

the residual redundancy, by choosing {x,} to minimize

K
2 2 ([ kmod?])
. — a;X, A ) X -
Z “J’k ax; “ Noln P, (uy |ul. ) (8)
k=0

where [ kmod/] refers to the unique integer between 1

and [.

3 Exploiting Residual Redundancy with
Turbo Codes

The turbo

concatenated

coder that we used is parallel

(PCCC). The

iterative turbo decoding process was used at the

convolutional  coder
receiver five times.

We conducted simulations using plain turbo
coding and turbo coding enhanced with EVRC’s
residual redundancy information. A conventional turbo
decoder produces for each data bit b a “log-likelihood”
ratio L(b):

L(b) = log(P(b = 1l r)/P(b = 0lr)) (10)
where r is the received sequence. Given a random
binary 3-tuple b = [ b, b, b,], we associate the

following reliability metric with b :
2
L(b) = D)log[ P(b, = 11r)/P(b; =0|r)]
i=0
(11)

Now, we shall assume a first order Markov relationship
among a sequence of binary triples,i.e., assume the
statistical model we have been using for the high-order
bits in the EVRC gains, and LSP. Let
{by,b,,b,,""*} be the sequence of binary triples,

pitch,

then the metric that we employ in the simplified
approach is

M(b;) = L(b,) + log %,I’I;—‘l)) (12)
where L(b;) is the contribution computed from the
turbo decoder’s log-likelihood values and the second
term accounts for the a priori transition probabilities

computed from the training sequence.



106 Ahmed J. Jameel, You Xiaohu, and Gao Xigqi

4 Channel Models

The channel models considered in this work are
the additive white Gaussian noise (AWGN) channel
and the fully interleaved Rayleigh fading channel, both
are used with BPSK modulation. More specifically, we
assume the jth received signal x; according to

Y, = ax; + n (13)
where x; € {+ VE, - /E.} and n; is a zero-mean
Gaussian random variable with variance N,/2. The
distribution of the fading coefficient a; depends on the
channel assumption:

® For a purely AWGN channel, we assume a; = 1;
® For the fully interleaved Rayleigh fading channel,
we assume that a; has a Rayleigh distribution with
Elal] = 1.

interleaved” description, we assume that a; and a; are

Moreover, to accommodate the “fully

independent for i < j.

5 Simulation Results

For convolutional codes, the simulations of
decoding schemes are based on the Viterbi algorithm
with the 32-state rate 3/4"" , with free distance of 5 and

a generator matrix

6 2 2 6
G(D)=|1 6 0 7
0 2 55

The turbo encoder is implemented with the 16-state rate

3/4"%" | with free distance of 9 and a generator matrix

f(D)
g(D)

f(D)
g(D)

(D)
00T L)

where f(D) = 1+ D>+ D> + D*, and g(D) = 1 +

D + D*,and the maximum number of soft decoding the

1 00

G(D) =0 10

residual redundancy is exploited with the non-
interleaved data. It can be seen from Fig.1 and Fig.2
that for the BPSK-modulated system and at a decoding
bit error rate (BER) of 0.01, MAP decoding gains
(over ML decoding) are as high as 0.9 dB for the
Gaussian channel and 1.1 dB for the Rayleigh fading
channel. While the enhanced turbo decoder gains
(over the conventional one) are as high as 0.5 dB for
the Gaussian channel and 0.4 dB for the Rayleigh

channel.
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Fig.1 Performance of convolutional codes in AWGN
and Rayleigh fading channels

100
10~

1072
-3 =
10 —=— TC_ AWGN
—e— En_TC_ AWGN
—a— TC _ Rayleigh
10-5  —w— En_ TC _ Rayleigh

BER

107* |

10—6 1 1 1 1
0 1 2 3 4 5
E,-Ng' /dB
Fig.2 Performance of turbo codes in AWGN and
Rayleigh fading channels

6 Conclusion

This paper quantifies the residual redundancy in
EVRC encoder bitstream, more specifically; it shows
that substantial residual redundancy is present in the
quantized pitch and gain parameters and less (but still
noticeable) redundancy is present in the output of the
LSP vector quantizer. Techniques for exploiting this
residual redundancy assuming various channel-coding
strategies were developed and assessed; the channel
codes included convolutional codes and turbo codes.
Noticeable improvements were obtained with each of
these methods, especially at low signal-to-noise ratio
and especially when the performance criterion is closely

linked to a redundancy-rich parameter.
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