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Abstract:

In this paper, the authors generalize the definition of ¥ distribution and introduce a quasi-y* distribution, and

then prove several properties of it, find the necessary and sufficient conditions of independence about multivariate normal

distributions, matrix normal distributions and two parts of the Wishart distribution.

Key words: quasi-x2 , Wishart distribution, independence

Definition lLet x ~ N, (x,A,), A, = diag(a,,
"',)t,l),/\j =0,/ =1,---,n, then x’x is a quasi-X2
distribution. And we denote it as x'x ~ gXZ(,u LA
If o = 0, then it is written as x'x ~ gxz(An ).
Obviously, if A, = I,, then quasi-)(2 distribution is a
Xz one. It’s obtained that quasi—X2 distribution genera-

lizes the y” one. First an important lemma proved in

Ref.[4] is introduced.

+® 2 (x_{l)z 1
Lemma 1 ﬁj e dx = (1-2)72 x
.2
it }
e"P{l_zm A >0

Then the following properties of quasi-y’
distribution are obtained.
Ifz ~ g’ (ps ) = (g s,
/ln)',A" = diag(A,,"**,A,), then the characteristic

Proposition 1

function (c.f.) of z is d.(1) =
n l/lzt n 1
J 99 4) 2

eXp{ 247 ZiAjl}jl;[ (1 - 2iA;t)™2 . The proof can be

found in page 141 of Ref. [4].
Corollary 1 1If z ~ gXZ(A,, ), then the c.f. of

cis @.(1) = [] (1-2ia0) 2.
=1

Corollary‘, 2 If z ~ gxz(/u,A”), zZ + a ~

gxz( ( # ) ,(A” 0)) ,where a is a positive constant
Hari 0 O

with /12”1 = a. From this, the condition with A,,;, = 0
can be changed into the addition of a constant and a
gy’ variable with all A; are positive. So in the following
discuss, welet 4, > 0. j = 1,-*,n.

Proposition2 If z ~ gy’ (1, A,), Ez = p/p +
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tr(A,),Var(z) = 44'A e + 2tr(A2).

Proof We get it through the differentiation on of
the c.f. of z.

Proposition 3 Tet x ~ N,(x,>),then x'x ~
gXZ(P,/,L ,A,), where A, = diag(A,,"**,4,), and
A»i = 1,-,n are the latent roots of X. P is
orthogonal matrix with the standardized latent vectors
corresponding to 3.

Proof For X = 0, we make a transformation
from X to its latent roots and vectors i.e., put PSP
= A, = 0, where P € 0(n) and A, =
diag(A,,"**,4,) . Let y = P'x ~ N,(P'u,A,), by
the definition, we get x'x = y'y ~ gx’(P'p,A,).

Anl AIZ Anl 0
L 2 IfP P = R
emma A, A 0 A,

n, n
2

where A, is the positive defined diagonal matrix and P
€ 0(n), A, = Ay, then A, = 0.
Proof

of matrix’s elements does not change under orthogonal

By page 67 in Ref.[4], the square sum

transformation. So the square sum of the elements in

A, is zero, this holds A, = 0.

Proposition 4 let z, ~ gy’(u,A, ), 2z ~
gXZ(,“z’An2>’zl = ¥\x,2 = xha,x ~ N(/li,
A, ),i = 1,2, then z, is independent of z, if and only

if z, + 2z, ~ gxz(/z ,/A), and the joint distribution of

x; is a normal distribution, = (g}, 5)", and A
diag(An1 , A,l2 ).

Proof (O The sufficiency
gxz(;z,A) and g, = (o> » Man, )’ ’A"a = diag

Let z, + 2z, ~
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(Aal 5t 7Aanu) ,a = 1,2,then from the definition of
gxz and the above conditions, there exist two random
vectors x, , x, which satisfy z;, = 2} x%,,2z, = 25 %x,.x =

an+n2(#’An) where A =

n

(xfl’x/z)/ ~

A, Ay
Note that z = z, + z, = x’x ~ gXZ(;z,A) , but
by proposition 3, z = x'x ~ gy’ (" ,A,), where .~
= Pu,P = (P,,P,) is an orthogonal matrix, and p;

is the latent vector of A,, A, = diag(/\l, ’A"IHZZ ),

and A; is the latent root for p; .

For the c¢.f. of gxz is unique, by comparing the
singular points of the c¢.f. The latent roots must be A s
P
P,
=A, = A. From the lemma 2, A,, = 0 is obtained.

So x, is independent of x,, i.e. z, and z, are

a =1,2,j = 1,-++,n, ,they follows that ( )A,,( P ,P,)

independent.
@ The necessity

get the equation

@zl+zz(z) = @Z‘(H(Pzz(t) = ﬁﬁ(l—zikajz) -3

a=1 j=1

", )
l’#a't
exp{z Z TQM}’ S0 21 + 23 ~ gxz(/z,A),

Theorem 1 Let x, ~ N”](fllyzl)’xz ~

If z, is independent of z,, we

Nn2 (£42,2,), then x, is independent of x, if and only
if x” %, is independent of x’,x, and the joint distri-

bution of x, and «x, is a multivariate normal

distribution.
(D The necessity

then x}x, is independent of x%x,, and the joint

If x, is independent of x,,

distribution of x, and x, is the product of their density
functions, so the joint distribution of %, and x, is a
multivariate normal distribution.

@ The sufficiency For S, = 0, there exist an
orthogonal matrix P, such that P,3 P, = A, L4, =

a

diag( /\al""/\ana) ,a = 1,2, Let y, = Pix,,a = 1,2,

Since x, , %, have normal distribution
S WA [ B (A KGN |
vl N0 Pi)\x, "\ P )\ Ay A,
So yiy, ~ gxz( P, ’Ana) ,a = 1,2. Note that
x| x,, x5x, are independent, and x,x, = y.y,,a =

1,2. Therefore y}y, and y,y, are independent, then
from the proof of the necessity of proposition 4, y} vy, +

’ . 2 P,I#I A"l 0
yZY2 lsagx P/ # ’ O A .
212 ny

From lemma 2 A, = 0, so y, and y, are
independent, i.e. x; and x, are also independent.

Nn ( /’Ll ’21) ’ y ~
N,,,(#Z,ZZ) , then x and y are independent if and

Corollary 3 Let x ~

only if x’x and y’y are independent and the joint
distribution of x and y is a multivariate normal
distribution.

Corollary 4  Let x ~ N,(x,2),y ~
N, (2, 25) o' ~ 0(8,),%'y ~ %5(8,), then x
is independent of y if and only if x'x + ¥’y ~ x>.,(J,
+ 0,), and the joint distribution of x and y is a
multivariate normal distribution.

Proof (D The sufficiency

X3es (81 + 8,), «'x is independent of 'y by Cochran

If x’x + y'y ~

theorem, hence x and y are independent due to
theorem 1.
(@ The Necessity

joint distribution of x and y is a multivariate normal

If x is independent of y, the

distribution, and x’x is independent of y'y, x'x ~
Xf, ( 0, ) ’y/y
Xiarq(gl +6,).
Theorem 2 Let X ~ N, (M, W ® V),Y ~
meq(D,A ® B), then X is independent of Y if and
only if X’X is independent of Y'Y and the joint

distribution of VecX and VecY is a multivariate normal

x:(8,), therefore x'x + ¥y ~

distribution.

Proof (D The necessity If X and Y are
independent, then X’X and Y'Y are independent, and
VecX is independent of VecY, Since VecX ~
N, (VecM,V @ W),VecY ~ N, (VecD,B @ A),
the joint distribution of VecX and VecY is a
multivariate normal distribution.

@ The sufficiency If X’X is independent of
Y'Y, then tr( X’X) is independent of (YY), i.e.,

2 Exfj = (VecX)'VecX and 2 Zy%, =
i J s t

(VecY)'VecY are independent. The joint distribution

of VecX and VecY is a

distribution. From theorem 1, VecX and VecY are

multivariate normal
independent, hence X is independent of Y.

Corollary 5 Let X and Y satisfy the conditions
of theorem 2, then X is independent of Y if and only if
tr(X’X) is independent of tr(Y’Y), and the joint
distribution of VecX and VecY is a multivariate
normal .

Theorem 3 let W ~ W,(n,Z,A),W =
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(Wn le) _ (211 212
W2l WZZ, ’ - 221 222

are ¢ x ¢ matrixes, W, and W, are Wishart

), where W, and X,

distributions then W, is independent of W,, if and only
if %, =0.

Proof From the definition of W,(n,>,A),
there exists x ~ N, (M, ® =) such that W =
x'x, where M\'M = A . Partitioning X and M as x = (le ,
ilel)’M = (Ml,ﬂfzq), S0 x| = (x1 %) ( [5) ~ Nnxq( (M, M)

q

1 I,
(e os{2))- s
~ Nosip-p (Mo, 1 @ Zp) . This shows that

Wll WIZ I
(5)-cr o
WZI W22 0

I'®3y) and x,

W, = (I, 0)(

x’l Iq
L (x %) = x)x, and Wy, = x5x,.0n the
Xy 0

other hand, Vecx ~ N, (VecM,S @ I)leads to
Vecx, VecM, Sl Soe 1

(Vecxz) - "p((VecMz) ’(221 RI 2, ® I)) ’

If 2, =0, wehave 2|, ® I = 0, then Vecx, is
independent of Vecx, , hence x, is independent of x, so
x’, x, is independent of ¥, x,.i.e., W}, is independent
of Wy,

The sufficiency If W,, is independent of W,,,
from the above discussion, x’x, is independent of
xbx,, and ¥ = (x,,%,) is normal random matrix.

Vecx,\ o
is a multivariate normal

Therefore Vecx = (

Vecx,
distribution, Vecx, and Vecwx, are independent by
theorem 2. This leads>, ® I = 0, hence X, = 0.

Right now we’ll cite an example to demonstrate
that if the joint distribution of x, and x, is not
multivariate normal distribution, x, and x, cannot be
independent even if x} x, and x5 x, are independent.

Example Let the density function of x = (%,
e, )’ be

n n

flx) = (ﬁ) exp(—%Zx%)x

i=1

(sign( ﬂxl) + 1)

then the following conclusions hold.

1) Vm,l<m< n,(xi] ,o,x; )~ N,(0,1),

xGRn

i.e., that any marginal distribution of x is standard
multivariate normal distribution.
2) I L und = disin b U i s

then (xi],"',xim)’ and (xj],"',x- )

‘//l —-m

are not

independent, so (x,,***,%,)" and (x,,,, ", ,)" are
not independent.

3) Any m random variables of x,,*"", x, 2<m
< n) are independent of each other, and x7,-*,x’,

n—m

m
. 2 2
are independent of each other, so Z Xy and Z X
k=1 k=1

are independent.
Proof @D  First
N, (0,D . For any

prove  (x,w,0)"  ~

glven Xps " s Xy

n

(lejr)nexp(—%g;ﬁ)sign(ﬂxi), is an odd

i=1

function in (- %, + ®) of «,, ils integral is 0. So

Solxm,y) = Ji:f(x)dxn =
Ji:(ﬁ)"exp(_ Izz;xf)(&gn( [ xi) + 1) dx, =
[ () enl -3 ) am =

)l 15
this leads (%,,"*x,_,) ~ N,_, (0,1 _,).

Note that f(x) is symmetric about its variables,

n

0=

so its any marginal vector with n — 1 dimension is

N,,(0,) . And for Ym,l < m < n - 1,(9@-l o,
x; ) must be a portioned vector of a (n -
1)-dimensional vector of x, this shows that <xi1 300,
X ) ~ N,(0,1,).

@ From @, the density function of <xi1 S )

) are

-m

and (le Sy

g(x ,orx )

( 1 ) m eX ( ~ i m xz )
vV 21 P 2 k=1 )’

1 n—m 1 n—-m
h(x oo )= (m) eXp(_fk_lxi)’
respectively.

It is easily to check that f(x) = g(xil N

xim )h(le PR

‘]Vl —m

)s S0 (xil ,'“sxim yand (le PR

x; )’ are not independent.

@ From @O, (%, ,x,,) ~ N, ,(0,1,_,), so
¥y, x,_ ; are independent. And from the other (n —
1)-dimensional marginal distributions,it’s easily
obtained that x, is independent of any of {xl )00,
%, 1. So any two variables of {x,,-*,x,| are

from @,

independent of each other. Now, we will prove X7,

independent. But X;,""",%, are not

x> are independent of each other.

Since,x; ~ N(0,1), i = 1,-*,n, let y, = x7,
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i = 1,--,n, then y; ~ X%, its density function is

. 1
eXp(—%)yﬂ, (y, > 0).

1 .
From the joint

vV 2m
density function of x, we get the joint density function

of (yl,“',y,,) as (2ﬂ)7%exp(—%2yi) .
i=1

H)’;% - 2", ( | Jl = H(Zx,-)fl . 2") which is the
i=1 j=1

product of the marginal density function, so x7,*, x’,

are all independent.

Actually the distribution of x is generated from an
N,(0,1,) through centralizing its density function into
2""" convex sets which are generated by the coordinate

planes. Hence there are two convex sets possessed a

commom coordinate plane, the density is O in one, and

the other is the twice of the original.
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