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Nonhomogeneous( H, Q)-Process: The Backward and Forward Equations *
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Abstract:  As for the backward and forward equation of nonhomogeneous(H , Q)-processes, we proof them in a new way.
On the base of that, this paper gives the direct computational formal for one dimensional distribution of the
nonhomogeneous( H, () )-process.
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1997, Professor Hou, a famous mathematician, put forward the Markov skeleton processes:l] , which are with a
series of jump times with Markov property (not ruling out any other jump times) . They spread the Markov processes
very much, and likely include all kinds of those mixed systems, being followed with interest. This kind of processes
has arouse widespread interests of scholars in China and many other countries. As for a kind of important Markov
skeleton processes, homogeneous( H, ())-processes has been widely studied. And until now, many magnificent
achievements, have been made'' ™’ , and laid a preliminary theoretic foundation for them. While the
nonhomogeneous property made this kind of process become more generality. The backward and forward equations of
the nonhomogeneous( H, () )-process have been obtained in Ref.[6], by turning one-dimensional nonhomo-
geneous( H, () )-process into two-dimensional homogeneous( H, () )-process and then using the backward and
forward equations of the homogeneous( H, Q) )-process. While in this paper, we proof them in another way ,and then

discuss the one-dimensional distributions of them.

1 Nonhomogeneous( H, Q)-Process

Let (2,F,P) be a complete probability space, (E,e)be a polish space. And X = {X(t,w),0 <t <
(w)} isa right-continuous and left-limit existing stochastic process defined on the (Q,F,P), with its values in
the (E,e).

Definition 1 The stochastic process X = {X(t,w),0 <! < (w)! is called the nonhomogeneous ( H,
Q)-process, if there exists a series of Markov times {7, |,-, satisfying the following:

(0=t <1h < "7 = }i)n;rn P-a.e

GOE[X(z, + 1) € Az — 7, > t1X(7,) 1., X(70 ) s Tuy s, X(0)] =

E[X(z, +1) € A,z — 7, > tIX(z,)] = "V (¢,X(7,),A) n=0,t=>0A4€¢

(iii) E[X(z,.)) € A,z - 7, < t1X(7,),7,, X(7, )7y s, X(0)] =

ElX(z,,) € At -7, < t1X(g,)] = ¢ (1,X(7,),A) n=0,t=>0A4€c¢
where for fixed A, Bt (¢,x,A), and q(">(t,x,A) are measured functions of two variables; for fixed ¢ and «,
hm(t,x,A) and q(")(t,x,A) are quasi-distributions on (E,¢).

Let q(") (x,A) = tliror.}q(”) (t,x,A), then by (iii), we know that 1 X(z,)} (n=0) 18 the nonhomogeneous Markov

process with the stationary transition probabilities { q<") (x,A),x € E,AE ¢},
2 Backward and Forward Equations of the Nonhomogeneous ( H, Q)-Process

Let u; A {R|IR(x,A)} be non-negative function defined on E x ¢, and for fixed A, R(x,A) is

e-measurable, and for fixed X, R(x,A) is non-negative measure on £ x e}. Define the multiplication in u, as
follows: V R, S € uy,
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R-S(x,A) A j R(x,dy)S(y,A)  x € E,AC ¢
E

Lemmal VYA€ e,i=0,n=0, then

ElX(t) € Az, <t < 7,0 X(2,),7,,X(0)] = "V (1 = 2,,X(2,),A) - 1, _, P-a.e (1)
Proof See lemma 2.1 in Ref.[2].
Let ¢"""(t,x,A) = P(X(z,,,) € A,zpy — 7, < t1X(2,) = %), VA€ €, 20,5 € E,n =0,k =0.
Lemma2 YACe,t=0,x € E, then

q(n.k)(t’x,A) — q*(n,k)(t,x’A>

(2)
where
g "V (t,x,A) A 8 (w)
q*(n,l)(t’x’A) — q(n+l)(t,x’A)
q'*"(n,k)(t’x,A) A [ [ q*(l:+l,k—]>(t _ s,y,A)q“"”)(ds,x,dy)
JEJo
Proof When k = 1,V n(n = 0), then
P(X(7,,,) € A,z -1, < t1X(7,) = x) = ¢V (t,0,4) = ¢" """ (1,x,A)
Assume that when n = k, (2) holds for any n = 0, then for n = k + 1,
P<X(z—n+k+l) 6 A’Tn+k+l - Ty g I‘X(Tn) = x) =
E[E[X(Trl+k+l) e A’Tn+k+l -7, < t‘X(TnJrl)’T/Hl’X(Tn)] |X(Tn) = x] =
J E[X(Tyl+k+l) 6 A’Tn+k+l = Thyl + Thel — Tn < t‘X(TnJrl)’TnH’X(Tn)] * 11‘1- -7 <ti
Q el ™ T
P(dw‘X(T") = x) = J J’E[X(Trwlwl) 6 A’Tn+k+l - Ty <l = S‘X<Tu+l) = }”] °
EJo
P(X(z,,) €dy,7,, - 7, € ds|X(z,) = x) = J J g " (= s,y A) -
£Jo
q(u+l)(ds’x,dy> — qv,\:-(rL.k+1>(t’x’A>
Let
q;n.k)(x’A> — J efﬂdq“'k)(t,x,/l), q;n)(x’A> — J e—/lldq(u)(t,x’A) x 6 E,A 6 €
0 0
Lemma 3
g (x,4) = 8,(x) (3)
q;”’“(%,A) — J,“...J‘qu\nﬂ)(x,dyl)q5\n+2)(y,dy2)_“q;n+k)(ykil ,A) (4)
Proof Using Laplace-Stieltjes transformation, we have the above results immediately.
Let

P(t,x,A) A P(X(1) € AIX(0) = x) x € E,AE ¢
P (1,x,A) A P(X(z, +1) € AlX(z,) = x) xE E, A€«
Let Pz(x,A),Pi")(x,A) be the Laplace transformation of P(t,x,A),P" (t,x,A), respectively.

Let
B G A) = | e R (Al v € B A€ e
0
h(x,A) = J e_llh(t,x,A)dt,qA(x,A) = J e_“dq(t,x,A) x € E,A € ¢
0 0
Theorem | {P\" (x,A),n € Z, ,x € E,A € ¢} is the minimal non-negative solution of the following

non-negative equation

X(n)(x’A) — [ q(zn-”)(x’dy) . X(lm+l)(y,A> + hf«\,HI)(x,A) (5)
JE
1.€.
© k
Pf\'l)(x’A) = (Z(HQ?I+M) * Hn+k+1 + Hn+])(x’A> <6>
k=1 m=1
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In particular,

PeaA) = POCA) = N ([] Q) He(x,) 7

k=
where Qy = (8,(x)) € ug, H, = (h{"(x,4)) € uy,Q, = (¢ (x,4)) € ug,(m = 1).
Proof P(X(z, +1) € AlX(z,) =) = P(X(z, +1) € A,z > 7, + t1X(z,) = x) +
P(X(z, +t) € A,r,, <7, + t1X(7,) = x) = RV (p,x,A) +

ZP(X(TH + t) e A?Tn+k =7 + t < Tn+k+]|X(Tn,) = x)
k=1

Using lemma 1, we have
P(X(Tn+t>€A’Tzz+k$Tn+t < Tn+k+1‘X(z—n> = x) =
E[E[X(Tn + t) e A’Tm—k <7, + < Thsk+l ‘ X(Tn+k)7rn+lr] ‘X(Tn> = x] =

Jﬂh('”kﬂ)(t — (z-n+k — ‘[”>,X<1'n+k),A) . 1(.[””77%&[\1P(d(u|X(Tn) = x) =

JE[ RUHED (4 s,y,A) « P(X(z,,,) € dy,t,,, — 7, € ds|X(z,) = x) =

JO
J J h(n+k+1)(t _ S,y,A> . q<"’k)(ds,x,dy>
EJ O

Then using Laplace-Stieltjes transformation, we have

©

Pgn)(x’A) - Zjﬁq;nk)(x’dy) . h§n+k+l)(y’A) n h;"”)(x,A) —

k=1
% k
( Z( ll Qn+m) ° Hn+k+l + Hn+l) (X,A)
k=1 m=1
where we used lemma 3.
Theorem 2 If for any A > 0 and n = 1,there exists (), = (&i”)(x,/l)) € uy, satisfying Hi,,y - 0, = Q, -

=
H, ., i.e

n

| B Gdnd (aa) = | g (ed) bV (6, 4) x € BA € e (8)
Then {P;") (x,A),n € Z,,x € E,A € ¢} is the minimal non-negative solutions of the following non-negative
equation,

X" (x,4) = JEX(’””(x,dy)(}("”)(y,A) + b (x,A)(n € Z,,x € E,A € ¢) (9)
i.e

PO = 5 (e T G+ H,) G ) (10)

In particalar,
w k
P(x,4) = P (x,4) = > (Hey - []0,) (x,4) (11)
k=0 m=0
where OO = Q= (0,(x)) € uy.

Proof Using (8) and by substitution method, it is easy to proof that the minimal non-negative solutions of
Eq.(9) and that of Eq.(5) are identical. And the solution is given by (10).

Definition 2 Eq.(5) and Eq.(9) are respectively called the backward equation and the forward equation of
the non-homogeneous( H, () )-process X .

As for process X, theorem 1 means that the Laplaces transformation | PE\”) (x,A)! of the transition
probabilities is the minimal non-negative solution of the backward equation. While theorem 2 means that { Pﬁ") (x,
A) 1 is also the minimal non-negative solution of the forward equation, if there exists the forward equation of the
process X .

Corollary I If for any A > O,n = 1, H,,, has right inverse element in ug,i.e. there exists H,., , € uy
satisfying H,,, + H;}, . (x,A) = 8,(x), then there exists the forward Eq. (9) ,where
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A

Q. = Hni—l Q- Hy n=l.

Proof Noting that the multiplication in w; satisfies the associative law, and using theorem 2, we have the
above result.

Till now, we have gone round the indirectly method used in Ref. [6] ,and have directly proved the backward
and forward equations of the non-homogeneous( H, () )-process. Compared with the former, the proof in this paper
looks not only succinet, but also direct and clear. And so, it makes us more directly understand and grasp the

backward and forward equations of the nonhomogeneous( H, () )-process.
3 One-dimensional Distribution of the Nonhomogeneous( H , Q )-Processes

Let x(dx) be the initial distribution of the nonhomogeneous( H, Q) )-process X = 1 X(t,w),0<t < t(w) b,

and
P(1,A) A P(X(DEA) (1=0,A€ ¢), HM)QKEWUAMt(A>m (12)
Theorem 3 (i) YA > 0,4 € ¢
P(4) = jE(g(m]iQ,n)- Hi (0, 4)) m(dx) (13)
(ii) If there exist the forward Eq.(9) exist, then for any A > 0 and A € ¢, we have
P(A) = L(Z(HM I[Qm)u A)) x(dx) (14)

k= m=

where Oo = Qp = (84( )) € g .
Proof Using (7),(11) and (12), we have the above result.
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