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Abstract:

This paper proposes a modification of the soft output Viterbi decoding algorithm (SOVA) which combines

convolution code with Huffman coding. The idea is to extract the bit probability information from the Huffman coding and

use it to compute the a priori source information which can be used when the channel environment is bad. The suggested

scheme does not require changes on the transmitter side. Compared with separate decoding systems, the gain in signal to

noise ratio is about 0.5 — 1.0 dB with a limited added complexity. Simulation results show that the suggested algorithm is

effective.
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Convolution codes are widely applied in communi-
cation system due to its outstanding performance. The
commonly used decoding algorithms include the Viterbi
algorithm, sequence decoding and threshold algorithm.
Among them the Viterbi algorithm possesses the best
performance, especially in the short constraint length
case. SOVA (soft output Viterbi algorithm) can
achieve better performance than the hard decision
Viterbi algorithm, which has been proved that 3-bit
SOVA can improve the performance by 2 dB in terms of
AWGN channel.

Hagenauer improved  decoding
In this

algorithm it was supposed that there was some

presented an

algorithm of convolution code in 1995 .

correlation between adjacent bits and the output of the
source coder. This correlation was expressed by the
likelihood value of a priori/ posteriori probabilities™
and an improved SOVA decoding algorithm was
provided and better performance was achieved. This
algorithm is suitable for the fixed frame bits, for
example, the PCM coding bits.

In this paper we apply the idea of Ref.[3] to VLC
(variable length codes) and take advantage of their
high compression capacity. Huffman code is one of the
most important VLC, which constructs the shortest
mean length code-words only due to the symbol
probabilities and is also declared as the optimum
coding. Huffman code provides the symbol
probabilities and SOVA provides the trellis structure
and soft decoding value. From the symbol probabilities

we can obtain the bit probabilities and then the a prior:
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information of source. When the difference of meshes
belonging to the two competing paths is large, the
Viterbi decoding is reliable, otherwise we should
decode according to not only the channel information,
but also the source information. The threshold value of
the suggested algorithm can decrease the computational
complexity and make the system more intelligent. The
simulation results show that the gain in SNR (signal to
noise ratio) is 0.5 — 1.0 dB with a limited additional
complexity and more improvement of performance can

be gained when the channel SNR decreases.
1 Decoding Criterion

SOVA belongs to the maximum likelihood decod-
ing algorithm whose idea is to find the most likely
information path that generates the received sequence.
Suppose the information sequence M is encoded into
sequence X, and then is transmitted into a noisy
channel where the received sequence is denoted as Y.
If the sequence M’ from the decoder is not equal to the
information sequence M, the decoder has not corrected
the sequence deteriorated by channel noise. Suppose
all the possible information sequences have the same
probability. When the sequence Y is received, if
logP(YIX(M")) = logP(YIX(M)),M = M, the
sequence is decoded as M’. The probability
logP( Y|X) is the logarithm likelihood function.

The above algorithm supposes that all the infor-
mation sequences have equal probabilities, which is
inconsistent with the source property. If we take the

information sequence probabilities into account, when
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the sequence Y is received, we should find the

sequence X which maximizes the probability P(X|Y).
Using Bayes rule, P(X|Y)P(Y) = P(Y[X) -

P(X), the final criterion, taking the source informa-

tion into account, becomes
max{ logP (Y |X) + logP(X)] (1)
The first term of (1)

information and the second one is a priori information

corresponds  to  channel
about the source.

For the channel information, we have
logP(Y[X) = log | [ p(yilx)) = >Jlogp(y;lx))
i, i,]

(2)
The traditional Viterbi algorithm indeed maximizes
this term. x' denotes the code-word of sequence X, x'
= {xp, ,,x;,} , where i and j are the symbol
and bit index, respectively; y: is the deteriorated
symbol of ;.
For the source information, we have

logP(X) = log|[p(x') = XJlog p(x')  (3)

If only dealing with the case of independent

code-words, for each symbol we have

log p(x') = log| | p(x;lxic) =
j

> logp (x5 [xiic ) (4)
-
The expression logP (Y 1X) + log( X) is similar to

the form of the metric path of a convolution decoder
utilizing Viterbi algorithm. The first term logP (Y |X)
depends on the knowledge of channel while the second

term relies on the statistics of the source.

2 A Priori Bit Probabilities in Huffman
Codes

In the decoding of Huffman codes, it may be
assumed that the symbol probabilities are known**
We can show that from these symbol probabilities we
can derive a priori bit probabilities, which are directly
obtained from the tree representation of Huffman
codes. To describe the method, we take a code-book as
an example. Let C = {a,b,c,d} denote the set of all
symbols of the Huffman code shown in Fig.1 and
Tab.1.

Let each symbol x' of C be such that ' =
{ab, 2\, x;,},with i and J representing the
symbol and bit index, respectively, let p(x') denote
its probability, and the probability of symbol ¢ can be
written as

p(c) = p(xi =c¢) = p(xi) = l,xi1 = l,xiz =0)
(5)

i.e. the probability of ¢ is equal to that of the bit
sequence {1,1,0}. Thus we can rewrite it as
ple) = plag = Dp(ay = 1ag = 1) -
p(xy = 0lxp = 1, = 1) (6)

Fig.1 Tree representation of Huffman code

Tab.1 Table of Huffman code

Symbols a b ¢ d

Code words 0 10 110 111

From the probabilities of code-words we can get

the bit transfer probabilities:

p(xg = 1) = p(b) + p(e) + p(d) (7)
. iy p(al =10 = 1)
P(xl = l‘x() =1) = p(xé) -1 =
p(c) + p(d) (8)

p(b) + p(e) + p(d)

p(x’z = O‘x:) = l,xll = 1) = (C)

__ple)
P(c) + p(d)
(9)

We can now generalize these equations to any
Huffman code of independent information sequence.

Let x' denote the Huffman code-word, x' =
{xp, 2 ,,x;,} and x; € 1{0,1}. Given bit
sequence x;, ,p =0,1,-*,k -1, the problem is how to
compute the probability of x,.

(D Search the code-words in which the first k
bits(0 to k — 1) are equal to the first & bits of code-word
% and denote these code-words with ¥" € o' ;

@ Find the code-words which the kth bit is equal
to s(s € {0,1}) from o" and denote it with x™ € af;

@ Then we have p(x}r = S|x,i,(p<k)) = 2}7(%"1)/
Dp(a"),s € 10,11,

3 Suggested Algorithm

When the difference of the metrics of the
competing paths is large, the decoding according to
channel information is reliable, so in this case the
source information can be neglected and no change is
made. When the difference is small, the decoding

algorithm utilizing only the channel information is not
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reliable enough and so we make use of the source

information. Choosing a threshold e, when the
difference is smaller than the threshold, we can decode
the receiving sequence as Eq.(1). The decoding prin-
ciple is shown in Fig.2.

Stage i

a 00 @ logp (1] {000})

1

b0l @
logp (1| {110})
c10 @
il e °

Fig.2 The trellis expression of decoding

Fig.2 illustrates, for the second state in stage i of
the trellis, an example of the selection between the
sequence of bits {0,0,0,1{ and {1,1,0,1f,the a
priori information for the first sequence is likelihood of
receiving bit 1 after getting sequence {0,0,0f, i.e.
log(l%OOO}), while the a priori information for the
second sequence is one after getting {1,1,0f, i.e.
log(l? 110}).

should know at which node of the tree representation of

To use the a priori information we

the Huffman codes we are. To get this information, we
just have to keep in memory the corresponding node of
each sequence being decoded. We can now summarize
the decoding algorithm as follows.

For each state s, of the trellis, when the difference
of the competing paths’ metrics is below threshold ¢,

D Compute the a priori information of the
competing path;

@ Add the a priori information to the metric
branch for both transitions;

@ Preserve the path which has larger metric;

@ Store the corresponding path and metrics;

© Store the node of the tree of the corresponding
Huffman code.

The suggested algorithm is to revise the metric
path of traditional Viterbi algorithm with the a prior:
information. The a priori information can be computed
in advance and look up the table when decoding.
Adopting the threshold

procedure when the difference of metrics is large and

simplifies the decoding
the slight modification of the metric can be particularly
benefit for bad channel conditions. Moreover, the

decoding step @ can also reduce the complexity of Hu-

ffman decoding since it is no longer required to look up

in a table for Huffman decoding.
4 Simulation and Conclusion

The simulation is under AWGN channel. The
coefficients after the DCT (discrete cosine transform)
of the gray image Lenna 512 x 512 are coded with
Huffman codes. The Huffman table makes reference to
the JPEG standard. The convolution code generators
are g, = (111) = (7)g,g, = (101) = (5)4, the
bitrate is R, = 1/2 and constraint length is K = 3.

Fig.3 is the BER (bit error rate) performance
curve of the given channel SNR. We can see that the
performance gain is about 1.0 dB when the channel
SNR is low, and tends to decrease when the channel
condition gets better.
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Fig.3 Simulation results
In summary, the suggested algorithm utilizes the
a priori information of source to improve the decoding

performance and simplifies the source decoding.
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