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Abstract:

popular to some extent. In this paper we analyzed the features of the problem and the method, based on which we found

The presently-existing decision-making method for problem of goal type, i.e. the goal-programming, is

some defects of the method and pointed out these defects. To overcome these defects we absorbed the spirit and exploited
concepts of evaluation criterion and the fault-measure of evaluation criterion. We proposed and applied a method with an

evaluation criterion, after which we also proposed a numerical example to illustrate applicability and efficiency of the

method. Thus, we found a new type of method to tackle the decision-making problem of goal type.
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The considered multi-objective decision-making
problem (MDM) involves the multi-objective optimi-
zation problem (MOP),

max F(x) = (fi(x),,fy(x))

s.t. x € X
where x is an n-dimensional vector of decision
variables; X is the decision space; F(x) is a vector
of N real-valued functions. It is assumed that the
objectives are in conflict and incommensurable.

Definition 1 (Efficient solution and non-inferior
objective solution) A solution x° € X is said to be
efficient if for any x & X satisfying fi(x) >
fi(x)(314), fj(x) < fj(xc) for at least one other
index j( 5 i). Correspondingly, F(x®) is said to be a
non-inferior objective solution.

The solution to the MDM problem reduces to
finding some of efficient solutions which can satisfy the
decision-maker (DM) . It is assumed that the DM has a
real-valued value function v, defined on the values of
objectives but it is not explicitly known. With this
assumption, the MDM reduces to

max v (F(x))

s.t.x € X

Within this mathematical framework, the primary
objective of MDM solution methods is to find the best
compromise solution.

Definition 2 (Best compromise solution and best
compromise objective solution) The best compromise

solution is an efficient solution that maximizes the
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multi-objective decision-making, evaluation criterion, fault-measure of evaluation criterion, pre-optimized

DM’s value function. If x" is the best compromise
solution, F(x") is said to be the best compromise
objective solution.

According to Shin and Ravindran'" , in the last
two decades, most research has been concerned with
developing solution methods based on different
assumptions and approaches to measure or derive the
preference function, and in some cases, part of the
function. The solution methods developed in MDMs can
be categorized by the basic assumptions made with
respect to the preference function: (D When complete
information of the preference function is available from
the DM; @ When no information is available; @
When partial information is obtainable progressively
from the DM.

Among all the solution approaches, the interactive
methods are becoming popular and are considered

23 for in most cases partial

promising for MDMs
information is obtainable.

In the process of the feasible region reduction
methods, in the beginning, the DM is required to give
ideal solution or the goal and the weights of objectives,
then the goal and weights are adjusted by interactively
obtained preference information to finally get the best
compromise solution. However, in general, DM will
find that it is very difficult to set a goal actually as it
being very possible that there is no solution up to the
level of expectation or of vast number, and the deciding

and adjusting of the weights are also rather subjective
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and unserious. According to this kind of model, the
natural decision making heuristic is to concerntrate
initially on improving what seems to be the most critical
problem area (criterion), until it has been improved to
some satisfactory level of performance. Thereafter,
attention is shifted to the next most important issue and
so on. Goal programming formalizes this heuristic,
although we should note that Simon did not view this
heuristic as necessarilly desirable, but it is a response
to bounded rationality™*’ .

In Ref.[5], the authors proposed a class of
interactive MDM method which did not make special
assumption about the objective functions and the
decision space. According to the experience of solving
MDM problems of the same class and the feature of the
MDM problem at hand,

certain class is regarded as approximately a substitution

evaluation criterion from

for the value function. By actually collected preference
information from the DM, the evaluation criterion is
adjusted gradually to be one with smaller deviation,
which is to be used in decision-making. Because of
simplicity of the evaluation criterion as it is, the
deviation of the criterion from the DM’s preference
structure often exists undoubtedly, hence we cannot
obtain the best compromise objective solution directly
just by means of the evaluation criterion, but a subset
of F(X) ({F(x)|x € X} is denoted by F(X)) of
small-range, a pre-optimized objective set, involving
the best compromise objective solution. To obtain the
best compromise objective solution, we should perform
the same steps iteratively in the known pre-optimized
objective set or use some MDM methods presently
known®™ such as the GDF method.

In this paper, we shall apply this method to the
problem of goal type to overcome the defects of feasible
region reduction methods.

In section 1, we elicit the multiple objective
decision-making method of goal type by a kind of
evaluation criterion. In section 2, we give a numerical
example to apply our new method. In section 3, we

summarize the paper.

1 The Multiple Objective Decision-Making
Method of Goal Type by a Kind of
Evaluation Criterion
Definition 3 (Pre-optimized objective set (POO-

set) A subset Y of F(X) is said

pre-optimized objective set if for any y, € F(X), 3

to be a

Y€ Y, o(y)) = v(y).

By the definition, it is evident that if and only if
the best compromise objective solution is involved in
Y, and Y’ is a POO-set.

Suppose that the evaluation criterion that the DM
now using is r(f) where r(f) is a real-valued function
defined on the values of objectives, and that me s
f<2> € F(X) ,f<1> is said to be better than fm by r(f)
it r(f) > r(fY). ¥ A,B € F(X) (A % B),
the deviation of r(f) from v(f) in the case of A and
B can be

[ (r(A) - r(B)) - (v(A) - v(B))]
A - Bl

This is only one kind of expression while the others can

also be used according to the feature of the MDM

problem at hand.
Definition 4 (Fault-measure of an evaluation cri-
terion) On Y C F(X), the fault-measure of the

evaluation criterion r(f) is

M, (Y) A
1G(4) = r(B)) = (o(A) = o(B))]
4357 l4 - Bl

The effect of an evaluation criterion r(f) can be
expressed by this kind of fault-measure to some extent.

When the fault-measure of criterion r(f) is not
zero, by this evaluation criterion the best compromise
objective solution cannot be derived by solving the one
objective mathematical rogramming problem:

(r — MP) Iflgi”(F(x))

But if the fault-measure of r(f) is provided, the
pre-optimized objective set can be separated from
F(X) on the basis of the optimal solution of the
problem (r — MP).
Suppose there are P & F(x), PP € F(X) where
r(P') = max r(P) and v(P) = max v(P), then
PEF(X) PE F(X)

r(P) < r(P), v(P) = v(P).
Theorem 1° A pre-optimized objective set is
MS A {P[r(P) - r(P") = FM,(F(X))d,P €

=

F(X)!, where d A max|P = P'|, P € F(X) or

noninferior objective frontier.

However, instead of FM, ( F( X)) itself, we often
get an upper boundary of FM,(F(X)), denoted as
UF,(F(X)). Then a pre-optimized objective set can
also be obtained, i.e. MS A {Plr(P) - r(P) =
- UF,(F(X))d, P € F(X)|".

There have been many decision-making methods in

feasible region reduction for problem of goal type*,
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but all of which have basic defaults: (DNo enough
foundation to determine a rationalized goal; @
Unseriousness is assessment and modification of the
weights of the objectives.

But, in the following part, these two defaults will
be overcomed by using a kind of evaluation criterion,
which can rationalize the goal and lead to the
unnecessity for the DM to assess the weights of
objectives. Here, also the preference information from
the DM making contrast of feasible objective solutions
is collected, by which the central point of the
evaluation criterion (actually the goal) is to be
adjusted, and the evaluation criterion as well. Using
this adjusted evaluation criterion, we can obtain the
best compromise objective solution or a pre-optimized
objective set.

For a MDM problem of goal type we are discussing
here, it roughly holds that there is a goal H = (h,,h,,

-+, hy) and a weight vector (a;,a,,"**,ay_,ay = 1 —

Z a;) and a positive number p which is not explicitly

izl

known and that for @, = (g;,*,¢}) and Q, = (q¢,,
7 N .

=+, ¢> ), if and only if ( 2 a;lqi = h; ‘p)l/p

=1

N ; ) Vp

> (Eai|q2—hi| ) , v(Q)) = v(@,). Then
i=1

N . 1/p .
( Slalg -k, ‘p) is called a good

i=1

r(Q) A

evaluation criterion for the MDM problem.

Our strategy is to start from a rough evaluation
criterion and to acquire preference information from the
DM and with the help of the information to adjust the
rough evaluation criterion to obtain a good evaluation
criterion.

Firstly, the DM is required to give a rough goal
vector H = (hy,**,hy), and other rough weight
vector (a;,***,ay) and a positive number p. Then we

r(Q) A

get a rough evaluation criterion 1i.e.
u . /p
(Zai“]l—hi‘p) .
o1

Secondly, we shall get preference information
from the DM.

Definition 5 (Equal level surface of an evaluation
criterion) A set R is said to be an equal level surface
of the evaluation criterion r(Q), if Y A, B € R,
r(A) = r(B).

VCE F(X), DE R, if r(C) = r(D), then
CcR.

On an equal level surface of r(f), Q/1 and @, are
selected where the DM decides that Q| is evidently
better than @, here, r(Q,) = r,. We move from le
along the direction that the value of r(S) is either
decreasing or increasing, but the value of the points is
decreasing by DM. Suppose that we encounter @,
whose value the DM decides is the same as point Q,,
where r(Q,) = r,(r, £ r,).

We proceed to collect preference information from
the DM from other indicative regions in F(X), i.e.

9 and Q;i) where the value of Q;” is the same as
éi) while r( Q;” ) # r( Qii) ).

Thirdly, with the help of the
information we can get a better evaluation criterion
(Q) than r(Q). It is evident that a better

evaluation criterion should have a smaller fault-

preference

FM/(F(X)) = minFM, (F(X)) = min max
‘(f(Q1> -7(Q,)) - (v(Q,) - U(Q2>)‘
[0, - 0.]
Use @) =r(@7) = (2(Q") ~ v(0)")]
,- [ - 0]
replace FM.(F(X)),i.e.
FM/(F(X)) = min max

|(F(Q1") - 7(057) - (v(Q1") - w(@;")|
e - 0]
7(@1") - (@)

lor - oV

to

(D)

= min max

i

The problem now turns out to search for r’ or the
vector H, the vector (a,,"*,ay) and the positive
number p to get the smallest FM,” ( F( X)) possible.

Fourthly, use the good evaluation criterion we
have acquired to obtain a POO-set(theorem 1) .

We have acquired a good evaluation criterion r’
and the fault-measure FM/(F(X)), then we should

solve ' (Q') A max r(Q) and furthermore d A
= 9cry =

[ 0-0 |, so the POO-set turns out to be

max
Q€ F(X) or noninferior

chjective frontier

MS = 1010 = r(Q) - F(Q) =- M/ (F(X))d}.
Fifthly, within the POO-set MS, apply the GDF

method or other interactive method we have known to obtain

the best compromise objective solution or the best

compromise solution.

2 A Numerical Example of Decision-Making
Solved by the Method

There is an MDM problem of good type involving the
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following multiple objective programming problem:

maxF (x) = (fi(x), f,(x), f3(x)) =
2 1 -1
{—1 2 ljlx
1 -1 2

X+ 122, — %3 -32=0
Hx, + N, +4x; - 12=0
6x, + 7%, +9x; - 12 =0

2% + %, — 23 =2=0

subject to

- % +2% +x%;,-2=0

X — % +2x; -4=0

Qu; + 2 =23 =5 + (= x, +2%, + 23 —6)° +

(x, — %, +2x, —7)° < 625

x =0 : =1,2,3

Firstly, the DM is required to give rough para-
meters for the evaluation criterion.

Three single objective programming problems
Ijlél}){(f,()&f) (i = 1,2,3) are solved, and the optimal
objective solutions for f,(x), f,(x), f;(x) are 30,
31 and 31.516, respectively. Then the DM sets H =
(30, 31, 31.516).

Furthermore, the DM sets p = 1, and after
weighing f,(x), f,(x) and f;(x) the DM gives a
rough weight vector (a,, a,, ay;) = (0.4, 0.3,
0.3). So, the rough evaluation criterion turns out to be
r(f) = (0.4]f(x) =30 + 03]/ (x) =31 +
0.3]f3(x) - 31.516] ).

Secondly, with the help of the rough evaluation
criterion, we obtain the couples of point, each of which

has the same value as the other,

Q" = (17.702, 18.702, 19.218) and
Q5" = (23.202, 14.013, 19.218)
Q7 = (19.702, 18.702, 17.502) and
Q5 = (19.702, 22.402, 13.058)
Q7 = (16.912, 17.495, 21.515) and
Q5 = (20.412, 17.495, 14.148)

Thirdly, with the preference information, we

proceed to obtain a good evaluation criterion. We solve
the optimization problem (1), during which we search
for the parameters to get the smallest FM’ (F(X))
possible. Then we get H' = (34.510, 32.637,
25.369), (a}, a4, a%5) = (0.33, 0.33, 0.34), and
P =2.The FM/(F(X)) = 0.00345.

Then to get the POO-set, we solve r'(Q’) =

QIgl%);) " (Q) to get Q' = (21.850, 21.210, 17.489).

And we solve d A mQaXH 0 - 0| =30.971. So, the

POO-set MS = {Q 10=r(Q) - r(Q") = - 30.971
x 0.00345 = - 0.106 8} .

Finally, using the GDF method, within MS we
obtain the best compromise objective solution Q' =
(21.904, 20.986, 17.709). The best compromise
solution is x'"’ = (10.119, 10.924, 9.257).

3 Conclusion

In the beginning, we have surveyed the two
defects of old methods for problems of goal type. Then
in section 1, we applied other type of decision-making
method for this kind of problems. The numerical
example in section 2 illustrates the method having
avoided the defects and the practical essence of the
method.
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