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Abstract:

This paper analyzes the main elements in NS network simulator, makes a detailed view of dataflow

management in a link, a node, and an agent, respectively, and introduces the information described by its trace file.

Based on the analysis of transportation and treatment of different packets in NS, a dataflow state machine is proposed with

its states exchange triggering events and a dataflow analyzer is designed and implemented according to it. As the machine

state functions, the analyzer can make statistic of total transportation flux of a specified dataflow and offer a general

fluctuation diagram. Finally, a concrete example is used to test its performance.
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Network simulator (NS) is the network simulation
integration circumstance produced by U.C. Berkeley.
It is characterized by the opening and extending
simulation system, which can be operated on most
operation system (OS) platforms. NS is also an
efficient tool used to research network topology and
analyze network transmission. Compared with other
network simulators, NS has strong ability in dataflow
simulation. In a discrete event simulation system, the
generation of dataflow and its management mechanism
in NS are core functions for usage. From the version
ns-2.1b4 to ns-2.1b9, NS group has added more and
more new dataflow into it, but the basic dataflow
mechanism still functions. So, it is very useful to
analyze the mechanism and trace detailed structure of
dataflow management, which can give us valuable
information in network simulation extension and
simulation trace file analyzing.

An important step of simulation is analyzing the
result and abstracting useful information. Till now NS
has provided the text-based trace file and graphic
analyzer: nam simulation data dynamic graphic system

These detailed

information of the whole simulation process, but cannot

for analyzing. means can offer
provide an easy way to analyze and generate statistics of
unique data flow in a complex network circumstance.
Specially we lack the mechanism to trace specified
dataflow on a single node. The problem obstructs our

simulation work. So, this paper summarizes the
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mechanism of a dataflow and introduces the imple-
mentation of a dataflow analyzer. Finally we give an

example by network simulation.

1 Analysis of NS Dataflow Management
Mechanism

NS simulator supports the generation of many sorts
of dataflow. Its wholesome process begins from network
topology construction, and covers the network layer,
transport layer and application layer of the simulation
network. The simulation scripts describe the network
from the network layer, gives detailed information of
the relations between transport layer and network layer.
It also provides a map from the application layer to the
transport layer. From this structure, the core
simulation program divides dataflow into several types
on network layers and transport layers, such as TCP,
UDP, Telnet, MPLS, rtProto, DVProto"" (the last two
are simulation routing protocols), and so on. Although
dataflow requires different management policies, the
main frames of the core mechanism follow a similar
routine. These basic frames are formed by key structure
elements in the NS simulator.

There are three key simulation elements: node,
link and agent, which are all indispensable in dataflow

management.
1.1 Dataflow management in a link

The mechanism is demonstrated by Fig.1?'. A
data packet sent by a node will be pushed into a link
queue, to wait for transporting. Then it is popped out
of the queue and sent along the simulation link, which

can be represented by a timer for transporting delay.
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Finally, it is pushed into the node queue of the
destination node. In the graph, drophead_ represents
the head of a queue. All packets that cannot be sent to
the destination will be pushed into it. There are two
types of such packets. The first type is a timeout
packet. When such a packet is waiting in a link
queue, the simulator starts a queue timer
simultaneously for each packet. Once the time expires,
the corresponding packet will be moved to drophead_
queue, which signifies that the current packet is lost on
this link. Then according to different protocols,
simulator can arrange a suitable policy to deal with
such loss. If protocol requires retransmission of the
packet, the simulator will signal the time when the loss
happens and add a new transmission event to the event
queue. If the protocol has no retransmission
mechanism, the packet will still exist in the drophead_
queue, until the queue is full of the packets. In this
circumstance, the head packet of the queue will be

discarded.
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Fig.1 Dataflow management in a link

The other type of packet is an overflow packet.
The link queue has its own length. If the queue reaches
its maximum length, the following packets will overflow
from it and be moved into the drophead _ queue
directly. Management of these packets in drophead _
queue is the same as in the previous ones. During the
process dataflow passes a link, the simulator signals
the time when each packet enters the link queue (enqT
_) and the time when each packet leaves it (deqT_).
From these two variables, the simulator can offer the
time during which a packet stays on the link. Then the
packet will be mapped to a corresponding link (link_),
which has been established at the beginning of

simulation.
1.2 Dataflow management in a node

When a node is receiving or sending a packet, the
simulator needs classification and filter mechanism for
further Mlustrated in  Fig.2, the
It is the

transmission.

. . . . 3
mechanism in a single node is shown .

structure of a point-to-point transmission node. A

packet enters the node from its entrance (entry_). The
node uses address classifiers and port classifiers to
filter each packet to the proper exit. Port classifiers are
used to divide diverse network simulation service,
while address classifiers enable the node to transmit
packets to the correct next hop. If the node needs to
multicast, there are several levels of -classifiers
internally. If the node can follow different routes, it
needs to provide independent classifiers for each route.
Especially in a link-state routing protocol simulation,
routes with the same cost also need nodes to offer a
load-balance policy, which increases the complexity of
classifier levels. To each level of classifier, the
simulator provides timers to monitor each process. The
timeout, error, and exception will be written in trace
files, and trigger a new event in the event queue to
deal with it.
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Fig.2 Dataflow management in a node

The process of dataflow in nodes and links
provides the fundamental management of dataflow in
the network layer. As this is a simulation, dataflow
between nodes does not run for real transmission.
Instead, timers and queues are the main parts. The
link queue timer simulates the transmission delay, and
data packets only move from one queue to another.
Alternative queues between mnodes and links are
connected by some filters and classifiers, which impose

on them.
1.3 Dataflow management in an agent

Another special simulation element of NS is the
agent. In the process of dataflow, the agent functions
as an object to trigger different management policies.
With the definition of an agent type, elements of node
and link can choose the proper way to manage current
dataflow events through a series of API functions.
These API functions simulate application data in a real
network, and each of them is mapped to the agents’
functions. So, an agent is a connection between an

application layer and a transport layer. There are many
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types of agents, and different packets are carried by
different agents and mapped to its transmission policy.
For example, the queue and timer expiration
managements depend on the type of agent. From this
point of view, the agent is the upper key element in
dataflow management, while the other two form the

lower mechanisms.
1.4 Description of dataflow in trace file

Depending on the mechanism of the three key
elements described above, the NS simulator can
generate a normal trace file by trace-all (a Tcl script
command for NS usage)m command. Each line of a
trace file describes information of data packets in a
very short time interval. Content of a line is divided
into 14 parts and they each represent different
information. Here is an example of a line abstracted
from a trace file.
r1.8122192 3 tep 1000 - —-----11.14.2 34 203

The first symbol represents the current state of the
packet, namely pushing into a queue, popping out of a
queue, retransmitting, discarding, and so on. The
second number is current simulation time. The third
and fourth items are the numbers of two nodes, between
which the current packet is transmitting. The former is
the sending node, while the latter is the receiving
node. The fifth item is the type of current packet. The
sixth item of the line is the size of the packet. The
following 4 items represent symbol bits of trace
information, which should be enabled for usage. The
eleventh item is an option file defined for IPv6. Then
the following 2 numbers represent the source and
destination addresses of the current packets with the
port numbers. The penultimate number is set for
And the

last one is the group number of current packet.

compatibility of packet sequence in ns-17.

A whole trace file consists of hundreds or
detailed

information of a point on the time axis. But if we want

thousands of such lines. We can get
to trace consecutive information of specified dataflow
from the file, we have to pick several single lines from
the whole file and cannot get intuitive result. Due to
this shortcoming, we implement a simulation dataflow
analyzer to draw the graph of specified dataflow statistic

on a single node during a period of time.

2  Design and Implementation of Dataflow
Analyzer

During the course of statistics and analysis of

dataflow character in the simulation, the load of nodes

in network and transmission information of current
dataflow needs to be traced. From this request, the
dataflow analyzer should fulfill the following tasks:
To separate different dataflows and trace only one of
them; @ To generate statistics of the loss and
retransmitted packets, which influence the actual
dataflow flux; @ To get rid of interferential dataflow of
the same type, which will not add to actual dataflow
flux.

The analyzer finally offers what we need to trace
during requested time intervals by outputting a dataflow
time-size graph. This graph can give us a direct view of

variation and trends of dataflow on a single node.
2.1 Design of analyzer

Due to the above request, we classify the
operation of data packets on a node into two classes:
1-tuple and 2-tuple. The analyzer will select the proper
statistic a method according to the transition of these
two classes.

There are two elements of 1-tuple: {—) means the
current node generates a data packet and sends it out;
{4+ ) means the current node receives a data packet.

There are four elements of 2-tuple: {(+, =) means
the current node transmits a data packet; (=, r) means
the current node retransmits a data packet; {—,d)
means the current node discards a retransmitted data
packet; (4, d) means the current node discards the
node directly.

Generally speaking, elements of the 1-tuple class
represent the end nodes of a link, while elements of the
2-tuple class represent transfer nodes during a whole
path. Fig.3 shows the relationship of these six states.
To drive the transfer of states, we also need the group
number of the packets, discrete time, and some other

node information.
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Fig.3 State machine of dataflow analysis

State actions:

Action(1) Log size and type of the data packet
and increase sum of the same type dataflow by the size.
Action(2) Log current simulation time, reset

timer and add the size of packet to the sum of dataflow
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of the same type.
Action(3)

If it is a retransmitted one, subtract the size of packet

Log discarded packet group number.

from the sum of the dataflow of the same type.

Action(4)
while keeping the previous sum of the same type
dataflow.

Log discarded packet group number

Transfer conditions and actions. (D Simulation
time is increased, or the node is a transfer node of
current packet.@ Simulation time is increased, or the

packet. (@

Simulation time is increased, or the node is the source

node is the destination of current
of current packet. (D Timer expires, or the queue in
the node with retransmission mechanism overflows. ®
Pop the head element of node queue and send out. ©
Retransmission timer expires, and then the node needs
to discard packet. (D) The node has no retransmission
mechanism, and then the node needs to discard
packet. @ Packet transmission time is out or data have
errors, and then the node needs to discard packet.

Among these states, two states of 2-tuple (-, d)
and (+, d) will come back to the initial state after the
action. The initial state can transfer to three other
states: {-), (+) and {+, —).

According to the above state machine, we can
easily design the analyzer to parse specified dataflow in
a period of time. Given the proper step of each
statistica’ time, a dataflow graph can be precisely

drawn.

2.2 Application of dataflow analyzer in simula-
tion

Firstly, we design a simple network topology to
simulate the link state routing protocol in NS. The
whole topology is shown in Fig.4 (a). The rtProto
protocol that simulates routing protocol will run on it.
of path and data
transmission, there will be TCP, rtProto and ACK

dataflow in the simulation network. The node N,

During the course seeking

transmits data and selects equal cost routing, and acts
as the source, destination and transfer node during the
whole course. Thus we can obtain multiple states on it
and trace one kind of dataflow to prove our analyzer’s
function. We set the time interval from 0.41 s to 1.40
s, and expect the analyzer to draw TCP dataflow on
N,. Fig.4 (b) represents the result. We preset the
link from 2 to 4 to be down at the point of 0.80s. Then
the original two equal cost paths have only one exit,
which is 2= 3 — 4. When such a link is broken it will

cause the regeneration of simulation router tables on

Commands below will describe this

6] .

N,. The
circumstance

H: self build-tep $ n0 1: n4 0.8] set class 0; # The variation routine
followed by Ny-N, route;

[$ self build-tep B nl 4 1.6] set class 15 # The variation routine
followed by N;-N, route;

$ ns rtmodel Deterministic {.35.25} $ n2 $ nd;

[$ nslink $ 12 $ n4] trace-dynamics § ns stdout; # Definition of
link broken event from N, to Ny ;

We can see the TCP flow reaches its nadir at about

0.8 s. The time between 0.8 s and 0.85 s is the delay
for N, to detect the broken link. Then N, stops
dataflows on it, and is ready to construct a new routing
table. But N, finds the equal cost path 2 — 3 — 4 still
exists, so the dataflow on it will resume soon after 0.91
s, and keep the average flow from 0.91 s to 1.2 s. At
the time of 1.2 s a new routing table has already been
constructed, the average TCP flow on N, begins
increasing. But if only one path exists, the average
flow is still lower than flow before 0.8 s. From this
graph, we can easily find out the influence of the
changes in network on TCP flow and the time when
each event happens. Such analysis can help us greatly

in flux statistics and control.

4 To be Drawn...version 0.02 - TobeDrawn - (ol ]
XHE WEE FEY TR #EHH
Ded :>2R(8 2

‘Flux 0ib)

6.95

5.95

405

3.95

2.95

185

0.95

BN}

i [ [
(b)
Fig.4 The application of dataflow analyzer. (a) Network

topology and link costs; (b) Graph of TCP flow on N,
(produced by dataflow analyzer)

3 Conclusion

With the rapid development of the Internet,
network simulation will be widely used in the future.
Enhancement of capability of network simulation tools

and enrichment of means of simulation process and
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analysis will help us greatly in network research and edu/huang/talk/. 1999 - 8 - 11/2002 - 8 - 30.
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