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Abstract:

The adjusted GPS height is the height above the surface of the WGS-84 ellipsoid. It is necessary to convert a

GPS height into a normal height in engineering. The conicoid fitting method (CFM) and the neural networks method

(NNM) are used for this purpose, but each of them has its advantages and disadvantages. After studying these two
methods, a new method (abbr. CF&NNM) is conceived. The procedure of the CF&NNM is introduced. A practical
engineering example is used to study these three different methods. The results by the three methods are listed. The
CF&NNM method can produce better results than either the CFM or the NNM in deriving normal height from GPS height.

The theory of the CF&NNM method is analyzed.
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Global positioning system (GPS) has been widely used
in precise engineering surveys. It is well known that
GPS provides more accurate horizontal positions than
vertical positions. Much research has been done to
improve the accuracy of GPS height.

The adjusted GPS height Hpx is the height above
the WGS-84 ellipsoid. In China, however, the normal
height Hy,, which is the height above the geoid
calculated by using the mean normal gravity along the
plumb line, is used in engineering applications.
Therefore, it is necessary to convert Hgs into Hy, .
The difference between them is called elevation
abnormality &

§ = Hew — Hy, (1)

If accurate Hy, can be achieved by adjusting and
converting Hgp, it can be used to replace laborious
geodetic leveling work. The CFM and NNM are often
used for converting H g .

CFM ( conicoid fitting method) The main idea
of CFM is to design a set of control points of which the
Hy, and Hg are known, and then the elevation
abnormality & can be modeled by a polynomial of
second degree'" ;

E(w,y) = @y + @\ + ary + a;x° + asxy + asy” (2)
where x and y are the horizontal coordinates of the
control point; ag,a,,**,as are the unknown
coefficients. At least six control points with known

H. and Hy, are needed.
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NNM (neural networks method) Artificial ne-
ural network is a relatively new branch of science. It is
a highly simplified model of a complicated bio-neural
system. Since the 1980’s, scientists in many fields
have spent a tremendous effort in studying artificial
neural networks and made remarkable accomplish-
ments” . Its accuracy is better than that of CFM™

CF&NNM After studying these two methods, a
new method, called CF&NNM, to convert Hgx is

. d[4] A . . 1 . .
concelve . n engineering example 1S given to

demonstrate the three different methods.

1 The Structure and Algorithm of BP
Neural Networks

Currently there are more than 40 types of neural
network models. For converting Hgx, a multi-layer
fore-feedback BP structure is selected. The BP

algorithm is widely used in engineering.
1.1 The structure of BP neural networks

The structure of BP neural networks is shown in
Fig.1. It can be divided into five layers. For an
ordinary engineering application, the input and output
transformation layers are needed because the Sigmoid

standard active function f( x) ranges from O to 1.
1.2 The algorithm of BP neural networks

The computation equation for the input
transformation layer and the output transformation layer
is different depending on the specific engineering
application. It can be coded using a computer language

to automate the computation. The formulae of the 1st
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Fig.1 A single hidden layer model of BP networks.
I—Input transformation layer; 2—Input layer; 3—Hidden
layer; 4—0Output layer; 5S—Output transformation layer

and the 5th layers are omitted.

Now, the formulae of the 2nd, the 3rd and the 4th
layers are listed below'* .

1) The defined matrix

anl = {.961, Xos "7 xn}T

anxl = {yl’ Yas ' ym}T
ap Qap "t (111,_
WA.nxp = : : :
a,;  Qp np —
bll blZ blm_
Wspiw =| ¢+ : :
bpl b,;z e bpm ]

where n is the number of units in the 2nd layer (i.e.
the input layer); p is the number of units in the 3rd
layer (i.e. the hidden layer); m is the number of
units in the 4th layer (i.e. the output layer); X is the
input vector of the 2nd layer; Y is the output vector of
the 4th layer; W, is the matrix of connecting weights
between the 2nd and the 3rd layers; Wj is the matrix of
connecting weights between the 3rd and the 4th layers.

2) The defined active functions
1
f(x) = - (3)

1 +e
where g(x) is the active function of the 2nd layer;
f(x) is the active function of the 3rd and the 4th

layers, it is the Sigmoid standard active function.

g(x) = x,

3) Forward process

At first, initialize weights W, (0) of W, and Wy
with smaller non-zero random values.

In the 2nd layer, the input is X, and the output is
g(X).

In the 3rd layer, the input is A, and the output is
o,.

A= W, g(X) = W, X, 0, = f(A) (4)
In the 4th layer, the input is B, and the output is
Y.
B=W, 0,=W, f(A),Y =f(B) (5
Then, the error of output can be calculated by
AY = Y-Y (6)
where Y is the units expected output of the samples
used for study; Y’ is the units true output of the BP

network. An objective function can be defined as

1< ,
e - ™
i-
4) Backward process
The aim of the backward process is to adjust all
the coefficients in W, and Wy based on the error
matrix AY .
From the 4th layer to the 3rd layer:
aBj =—<9’j—yj/)f/(B,) ] = 192’“"m (8)
AW, = 6B0, = 0B, f(A,)
Wit = Wil = AWy + adW;" (9)
i = 192"“’});]' = 1,2"“’m
where 7 is training speed; a is the momentum
coefficient; ¢ is the cycle time > .
From the 3rd layer to the 2nd layer:

0A; = 2 (WyoB)f'(A) i =12,+,p (10)
j=1 !

AW, = aAjg(xi> = 8iji

W = W~ AW + aAWLTY (11)

i = 1’2’“"n;j = 1’2’.”’])

Then, the forward process is reworked with the
adjusted W, and Wy, and the iteration is to be
continued until the E in Eq.(7) is less than one small
value €. Therefore, the term “train the BP network”
means that all the coefficients in W, and Wy are

computed with the known data of samples by the BP

network .

2 The Idea of CF&NNM

The procedure of the new method named CF&NNM
is as follows:

1) Assume there are n points, of which n, point
values of Hx and Hy, are known, and n,(n, = n —
n,) point values of Hy, need to be calculated. (Note:
n; must be greater than 8.);

2) Based on n, points, elevation abnormality &

can be calculated for all points by CFM;
3) Calculate the error of elevation abnormality of
CFM for all n, points by
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AE =& - ¢ (12)
where &, = Hgs — Hy, means the known value of
elevation abnormality; & means the elevation

abnormality by CFM;

4) Use the information of above n, points (w;, Yi»
E;3AE 31 =1,2,+,n,) as a set of samples for study.
The BP networks are trained by these samples. (Note:
x;» ;& are the three units in the input layer; A§; is
one unit in the output layer) ;

5) The error of elevation abnormality A& can be
calculated by the trained BP networks for all n, points.
The normal height can be calculated by

Hyy = Heps — & = Heps — (& +A8) (13)
where & is calculated by CFM and A& by NNM.

3 An Example

A city’s D-order GPS network (about 300 km®)
has 96 observation points, among which 40 GPS points
have third-order
leveling. The new method is tested with the 40 points

elevations obtained by geodetic

for which values of Hg and Hy, are known. In Fig.2,

10 evenly scattered points are selected as “a study

group” to train the neural networks while the other 30
points form “a test group” wused to check the

effectiveness of the trained neural networks.

Comparison of the three methods is discussed below.
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Fig.2 The 40 benchmarks in the D-order GPS network

3.1 CFM method

The unknown coefficients ay,a;, ", as in Eq.
(2) can be obtained with the study group by the CFM,

and then the elevation abnormality & of all 40 points

can be computed by Eq.(2). The results of & are

shown in Tab.1.

Tab.1 The results of & by CFM
Study group Test group
Point No. A&/mm  Point No. A&/mm Point No. A&/mm Point No. A&/mm
1 -1.7 14 -4.0 20 -5.7 6 -6.0
18 0.0 80 3.6 26 0.1 10 -53
2 3.5 31 -53 30 -5.7 15 -7.3
63 0.9 24 5.2 32 1.1 16 -8.5
9 0.6 8 -12.8 4 -0.7 17 -6.3
51 -35 69 -12.2 39 -93 62 -11.4
45 5.1 11 2.9 50 2.8 64 -6.9
37 -1.3 33 -2.1 52 -6.3 65 7.4
2 3.2 61 -10.0 54 -15.1 66 -33
59 -6.9 5 12.6 56 -10.8 210 11.5
Note: D ny = 10,my =+3.4mm; ny = 30, my =+ 7.8mm; @ m, is the mean

square error of the study group; @ m, is the mean square error of the test group.

3.2 NNM method

After using NNM to convert Hgs over one
thousand tests, the ideal BP neural networks structure
is the one that has two units (x,y) in the input layer,
15 units in the hidden layer and one unit & in the
output layer. In the training process, the training mean
square error of the study group is treated as the

convergence standard. The process results of NNM can

be seen in Tab.2.
Tab.2 The process results of NNM

Training mean square . The mean square
Cycle times

error of study group/mm error of test group/mm

+10.0 1874 +9.6
+5.0 3256 +8.4
+4.0 3727 + 8.1
+2.0 7001 +7.3
+1.0 11042 +6.9

From Tab.2, it is shown that when the training
mean square error of the study group is + 1.0 mm, the
neural networks precision can reach + 6.9 mm, which
is higher than that of CFM. The biggest shortcoming of
NNM is that the results are unstable and the final
results are largely influenced by the initial weights

W, (0) of W, and Wy.
3.3 CF&NNM method

The training mean square error of the study group
is taken as the convergence standard in the CF&NNM
method. The neural network of CF&NNM is trained for
more than one hundred tests with different initial
weights W;(0). The difference of every two tests’
results is very small, and in all cases, the computation
converged. The process results of CF&NNM are listed
in Tab.3.

From Tab.3, we can find that: O When the

training mean square error of the study group is + 2.0
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mm, the mean square error of the test group reaches
the minimum value of + 5.5 mm; ) When the training
mean square error is less than + 2.0 mm, the smaller
the training mean square error of the study group is,

the bigger the mean square error of the test group is.
Tab.3 The process results of CF&NNM

Training mean

. . The mean square error
Cycle times

square error/mm of test group/mm

+2.8 491 +7.6
+2.4 703 +6.4
+2.0 4978 +5.5
+1.6 6015 +5.8
+1.2 6700 +5.9
+0.8 7632 +6.1
+0.4 8 821 +6.2

3.4 Theoretical analysis of CF&NNM

Now, let us analyze the second conclusion in
detail .

In fact, the CF&NNM method constructed in this
paper can be used for detecting the model error of the
CFM with the help of the neural networks. This can be
explained by the BP networks structure of CF&NNM:
among the parameters of the input layer of the BP
networks, there is one parameter &, which is the result
of the elevation abnormality by CFM, and the
parameter of the output layer is the difference of
elevation abnormality A = &, - &, which is the
difference between the elevation abnormality £ by CFM
and its true value &,. Some conclusions can be drawn
based on Tab.1 and Tab.3. By the CFM, the mean
square error of the study group is about + 3.4 mm, of
which, about 40%, i.e., about = 1.4 mm, is the
model error of CFM, and the remaining (about + 2.0
mm) is the observation error. So, when the neural
network’s training error reaches + 2.0 mm by
CF&NNM, the model error of CFM is removed. Here
the mean square error of the test group reaches the
minimum, i.e., about + 5.5 mm, which accounts for
70% of the mean square error (+ 7.8 mm) of the test
group by CFM. The new method is very effective. Now
if one continues to reduce the training mean error of the
study group, the results by CF&NNM will be worse,
due to taking the observation error as the model error.

Well then, how much should the training mean
square error of the study group acting as the
standard be taken? In

applications, when it is difficult to determine the ration

convergence practical
between model error and observation error, experiences
should be consulted.

When the training mean square error of the study

group is + 2.0 mm, the results of & by CF&NNM can
be seen in Tab.4. The equation of the difference of
elevation abnormality in Tab.4 is as

AE =& - &) (14)
where & is the known elevation abnormality; &} is the

elevation abnormality calculated by CF&NNM.
Tab.4 The results of & by CF&NNM

Study group Test group

Point No. A&/mm Point No. A&/mm Point No. A&/mm Point No. A&/mm

1 -0.7 14 -4.3 20 -4.9 6 -6.4
18 1.8 80 1.2 26 -4.7 10 8.2
82 1.6 31 -4.4 30 -6.2 15 -7.7
63 0.9 24 0.9 32 -0.6 16 -8.5
9 -2.2 48 -9.6 34 -4.2 17 -5.8
51 -3.0 69 -2.0 39 0.7 62 -1.8
45 1.6 11 0.7 50 0.2 64 -6.0
37 0.9 33 -5.1 52 -2.5 65 8.6
22 2.9 61 -0.6 54 -4.8 66 - 1.1
59 -2.7 5 11.5 56 -0.6 210 7.7
Note: D ny =10, m;y =+2.0mm; n, =30, my =+ 5.5 mm; ® my is the
mean square error of the study group; @ m, is the mean square error of the test

group.

Comparing Tab.4 and Tab.1, it is obvious that
the CF&NNM method can produce better results of §
than the CFM method. For example, the total number
of points, whose difference of elevation abnormality is
larger than 10 mm, is 8 by CFM, and is only 1 by
CF&NNM.

4 Conclusion

Compared with CFM and NNM, the CF&NNM can
produce more accurate results in converting GPS height

More work should be

done to evaluate its effectiveness for larger engineering

Hgps into normal height Hy, .
projects with more complicated topography. The
disadvantage of the method based on neural networks is
that the result is unstable and the final results are
largely influenced by the initial weight W, (0). But the
BP structure of the CF&NNM discussed in this paper is
stable in calculating A& (the error of the elevation
abnormality) with no effect on the results by the initial

weight W (0). Thus the CF&NNM is recommended for

use in certain engineering projects.
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