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Abstract :

Recently clustering techniques have been used to automatically discover typical user profiles. In general, it is

a challenging problem to design effective similarity measure between the session vectors which are usually high-dimensional

and sparse. Two approaches for mining typical user profiles, based on matrix dimensionality reduction, are presented. In

these approaches, non-negative matrix factorization is applied to reduce dimensionality of the session-URL matrix, and the

projecting vectors of the user-session vectors are clustered into typical user-session profiles using the spherical k-means

algorithm. The results show that two algorithms are successful in mining many typical user profiles in the user sessions.
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Traditional approaches to Web personalization fall
into three major categories: manual-decision rule
systems, collaborative filtering systems, and content-
based filtering agents. There are several well-known
drawbacks to these traditional content-based or
rule-based filtering techniques for personalization. The
type of input is often a subjective description of the
users by the users themselves, and thus is prone to
biases. The profiles are often static, obtained through
user registration, and thus the system performance
degrades over time as the profiles age. Collaborative
filtering is used to address some of these issues' .
However, collaborative filtering techniques have their
own potentially serious limitations. For instance, it
becomes hard to scale collaborative filtering techniques
to a large number of items, while maintaining
reasonable prediction performance and accuracy.

Several proposals have explored Web-usage mining
as an enabling mechanism to overcome some of the
problems associated with more traditional techniques.
Data-mining techniques have been recently proposed to
mine typical user profiles from the vast amount of
historical data stored in server or access logs.

Associations and sequential patterns between Web
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transactions are discovered based on the association
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rule algorithms
automatically discover Web user profiles from the
historic Web log files stored on a Web server*™® . In
the context of discovering Web user profiles based on
clustering, a vector space model is used to represent
the user sessions by assigning each vector attribute to a
given URL on the Web site, and the similarity measure
between the session vectors is defined to mine typical
user profiles. However, for the case of Web sessions,
it is well known that the user sessions form extremely
high dimensional and sparse data matrices. In general,
it is a challenging problem to design similarity
functions for high dimensional applications because of
the fact that the aggregate behavior of high dimensional
feature vectors contains a lot of information which
cannot be inferred from individual attributes” . In
order to design effective similarity measure, this paper
applies non-negative matrix factorization (NMF)"® "o
dimensionality reduction of the session-URL matrix;
two approaches to mine typical user profiles are
presented.

The rest of this paper is organized as follows. In
section 1, NMF is applied to dimensionality reduction
of the session-URL matrix. In section 2, the projecting
vectors of the user session vectors are clustered into
typical user session profiles by the spherical k-means
algorithm. In section 3, we give an experiment. The

conclusions are briefly given in section 4.

1 Non-Negative Matrix Factorization

Each access log entry consists of: (D user’s IP
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address; @ access time; request method, @ URL
of the page accessed; B data transmission protocol;
© return code; (D number of bytes transmitted. First,
we filter out log entries that are not germane to our
task. These include entries that: (D Result in any
error; @ Use a request method other than “GET”; or
@ Record accesses to image files. Next, analogous
to"", the individual log entries are grouped into user
sessions. A user session is defined as a sequence of
temporally compact accesses by a user. Since Web
servers do not typically log usernames, we define a user
session as accesses from the same IP address such that
the duration of elapsed time between two consecutive
accesses in the session is within a prespecified
threshold.

Each URL in the site is assigned a unique number
i € {1,2,=-,m}|, where m is the total number of
valid URLs. Thus, the j-th user session is encoded as
an m dimensional binary attribute vector x; = {xlj ,
Hojy ™ty Xy 1T where x; = 1 if user accessed i-th URL
during j- th session, otherwise x; = 0. Let the number
of user sessions be n, then the user session vectors
consist of a non-negative matrix X = (x;),,,, which
is called a session-URL matrix. The components of the

vector x; are usually normalized to a unit vector, that

Intuitively, the effect of normalization is to retain
only the direction of the vector. This ensures that
sessions dealing with the same subject matter, but
differing in length lead to similar session vectors.

However, for the case of Web sessions, it is well
known that the session-URL matrix is extremely high
dimensional and sparse. In general, it is a challenging
problem to design similarity functions for high
dimensional applications because of the fact that the
aggregate behavior of high-dimensional feature vectors
contain a lot of information which cannot be inferred
from individual attributes. In order to design effective
similarity measures, NMF is applied to reduce
dimensionality of the session-URL matrix.

Given a non-negative matrix X = (xi]- ) mxn s NMF
finds the non-negative m x r matrix U = (uij)mx, and
the non-negative r x n matrix V = (v;),,, such that

X =~ UV (1)

The r is generally chosen to satisfy (n + m)r <

nm, so that the product UV can be regarded as a

compressed form of the data in X.

Eq. (1) can be rewritten column by columns as

x =~ Uy (2)
where x and v are the corresponding columns of X and
V. Each vector x is approximated by a linear
combination of the columns of U, weighted by the
components of v. Therefore, U can be regarded as
containing a basis vector that is optimized for the linear
approximation of the vector in X. Since relatively few
basis vectors are used to represent many vectors, good
approximation can only be achieved if the basis vectors
discover structure that is latent in the vectors.

Here, we introduce an algorithm based on
iterative estimation of U and V. At each iteration of
the algorithm, the new values of U and V are found by
multiplying the current values by some factors that
depends on the quality of the approximation in Eq.
(1). Repeated iterations of the updated rules are
guaranteed to converge to a locally optimal matrix
factorization.

We introduce the updated rules given in the next

equations[ 10] 5

(3)
(4)

(5)

U; <

U;
LWy
T
where U and V are initial stochastic matrices.

The update rules maximize the following objective

function:
x;
F(X,Y) = Z(XUIOgJTJ - Xy + 9’;‘,‘)+

1] y
aja; - 20 (6)

i i
where a; are the components of U "U; b, are the
diagonal components of VV';a,B > 0 are some

constants; ¥ = UV = (y;)

mxn *

2 Mining Typical User Profiles

By the NMF, the m dimensional user session
vector X; is projected into the r dimensional vector v;,
where x; = {wy, 2y, %0 v = {og,0,00,
v,j}T,j = 1,2,:*-,n. Since the new space has lower
dimensions, an effective similarity measure can be
designed. Next, we normalize v, to a unit vector,
which is still denoted as v;, and cluster v; with the
spherical k-means algorithm'?’ .

Definition 1 Given two r dimensional vectors v;

i
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and v;, the similarity between v, and v; is defined as

the inner product

Z:Uki X Uy (7)
k=1

Given vectors v;,j = 1,2,*,n. Let m;,m,,"*",
7, denote a partitioning of the vectors into % disjoint
clusters. For each fixed 1 < j < k, the mean vector of
the vectors contained in the cluster =; is

m; = ni Z Vi (8)

v, €,

where n; is the number of vectors in 7;. Note that the
mean vector m; is not a unit vector; we can capture its

direction by writing the corresponding concept vector as

_ J
¢ = m, (9)
We measure the quality of any given partitioning

{, using the following objective function:

0CmlE) = Ny, (10)

j=1 v,.67rj

{m;

Spherical k-means algorithm
(D Start with an arbitrary partitioning of the

ok Let {c'¥ } _, denote the

vectors, namely, {71'1- ot - )

concept vectors associated with the given partitioning.

Set the index of iteration ¢ = 0.

@ Compute the new partitioning { it é/.’;]

J

induced by the old concept vectors { cj(.’) }jk:l :

7Tj(~t+l) — %vi 6 5",: }1_1 V c(z) > v'}‘cit) ,
1 <!

is the inner product proposed in definition

<k lzjt 1<j<k

~~
where v,T»c;t)
1.

©) Compute the new concept vectors corres-

ponding to the partitioning:
(t+1)
(t+1) m; "

C/- :W lgj k

N

where mj-”l) denotes the mean of the vectors in cluster
([+l>

T

@ Stop if |QUim"1) - QUri"" )] <
e, for some suitably chosen ¢ > 0.

Suppose vectors v, (j = 1,2,:,n) are

partitioned into k£ disjoint clusters 7, , 7w, , ", 7, by the

spherical k-means algorithm. Next, we give two
methods to summarize k typical session profiles from £
disjoint clusters. As an example, we only consider the
cluster ;. Other k — 1 clusters can be considered with
the same way.
1) The first method
Let m, = {v), vy,

“91}17'%1" ] = 152’.“91‘

1 1 1
,v,}, where v, = {vlj,UZj,

We use the vectors in the

cluster 7, to construct an m dimensional vector p, as

P = —%(Uv} + Uvy + = + Uv)) (11)

1o
Let the mean vector of w;, be m, = {o,,0,,

=0, 1, then

|
m, = 7 Z V (12)
iz
p,=Um, = u,0, + u,0y + - +uo. (13)
We select vector p, as the typical user profile for
the cluster .

2) The second method
Let 71, = {v),vy, -, v}}, other residual vectors
,vi 1, where v} = ?1}}]- ,

We define the class

are denoted as { v}, , v},
Uéj,...’vlrjﬂ, ] = 1,2,-",n.
discriminative degree of the basis vectors in order to
obtain an effective typical user profile.

Definition 2 The class discriminative degrees of
the basis vectors u,, s = 1,2,---,r to the cluster m,

are defined as

1<
d§=72vij n_lZv s = 1,2, ,r

j=1 j=n-1
(14)

!
If the average weight %Z v} of the basis vector
=

u, in the cluster 7, is big, and the average weight

1 ol . . .
g v of the basis vector u, in other clusters is
jSasl

small, then the class discriminative degree d; is large.

s

That is to say, the basis vector u, has strong
discriminative ability between the sessions in the
cluster w; and the sessions in the other clusters.
Choose s basis vectors with high class discriminative
degrees, let be u},u,, -, u’. These basis vectors can
effectively characterize the session profile represented
by the cluster 7, . Similarly to Eq.(13), we use these
s basis vectors to construct an m dimensional vector of
the URLs as

W, 0, + Uy05 +* + U0 (15)

Let this vector be P, = {P,,Py, ", P,}",
then a typical session profile with respect to the cluster
7, can be summarized a vector P, .

In general, the components of P, represent the
probability of access of each URL during the profile.
The URL weights P, measure the significance of a
given URL to the profile. Besides summarizing
profiles, the components of the profile vector can be
used to recognize an invalid profile which has no strong

or frequent access pattern. For such a profile, all the
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URL weights will be low. Using two methods above, we
can obtain k typical session profiles which are
represented with P; = { Py, Py, Py 1T j=1,2,

k.
3 Experimental Results

Two methods are used to mine typical user session
profiles on the log data from http://www.cs. washington.
edu/research/adaptive. Data during a period of 1/1/98 to
6/1/98 is used. URLs are properly first dealt with. For
example, /machines/ecards/templates/ ,/machines/ ecards/
templates and machines/ecards/templates are regarded
as the same URLs. The number of distinct URLs
accessed in valid entries is 4 274. We delete the URLs
whose total accessed number is less than 11; the last
number of distinct URLs is 778. After filtering out
irrelevant entries, the data is segmented into 8 004
sessions. The maximum elapsed time between two
consecutive accesses in the same session is set to 45
min. Let r = 30, £ = 16, Tab.1 illustrates four
profiles by the first method, Tab.2 illustrates four
profiles mined by the second method. Where only the
significant URLs (P, > 0.06) are displayed, and the
individual components are displayed in the format { P,
— i-th URL|. A listing of all 16 profiles is not
presented here due to paucity of space. The results
show that two algorithms are successful in delineating

many different profiles in the user sessions.

Tab.1 Profile examples mined by the first method

s P,

0.1753 — /music/machines/ links}
0.1081 — /music/machines|
0.0809 — /music/machines/ links/sites. html |

0.1454 — /music/machines/manufacturers!

{
{
i
{

2 {0.1002 — /music/machines/manufacturers/ Yamaha |
10.0730 — /music/machines|
10.6838 — /music/machines/ Analogue—lleaven';

3 10.0937 — /music/machines|
10.342 — /music/machines/ categories/midi-cv-sync/midif
4 10.075 — /music/machines/ categories/midi-cv-sync/midi/midi-history |
10.075 — /music/machines/ categories/midi-cv-sync/midi/midi-specs|
10.074 — /music/machines/ categories/ midi-cv-sync/midi/midi-controller}
Tab.2 Profile examples mined by the second method
s P,

10.3841 — /music/machines/links|
10.1260 — /music/machines/ links/sites. html |
10.0989 — /music/machines/ links/machines. html |
10.072 — /music/machines/ links/links . html |
10.4851 — /music/machines/manufacturers/

2 {0.1249 — /music/machines/manufacturers/ Yamahal
10.0652 — /music/machines/ gearlists|

3 10.8781 — /music/machines/ Analogue-Heaven|

{0.3091 — /music/machines/ categories/midi-cv-sync/midi}

{0.0748 — /music/machines/ categories/ midi-cv-sync/midi/midi- history|
10.0748 — /music/machines/ categories/midi-cv-sync/midi/midi-specs|
10.0738 — /music/machines/ categories/midi-cv-sync/midi/midicontroller}

4 Conclusion

In this paper, we have presented two new
approaches for automatic discovery of user session
profiles in Web log data. In order to design effective
similarity measure, we apply non-negative matrix

factorization to dimensionality reduction of the
session-URL matrix; the projecting vectors of the user
session vectors are clustered into typical user session
profiles by the spherical k-means algorithm. The
results of experiments show that our algorithm can mine

typical user profiles effectively.
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