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Parallel EOI algorithm with different insertion schemes

Liu Qingfu Zhong Weijun

(College of Economics and Management, Southeast University, Nanjing 210096, China)

Abstract: A parallel embedding overlapped iterative (EOI) algorithm about classic implicit equations with asymmetric
Saul’ yev schemes (CIS-EOI) to solve one-dimensional diffusion equations is discussed to improve the properties of the
segment classic implicit iterative (SCII) algorithm. The structure of CIS-EOI method is given and the stability of scheme
and convergence of iteration are proved by matrix method. The property of gradual-approach convergence is also discussed.
It has been shown that the convergent rate is faster and the property of gradual-approach convergence also becomes better
with the increasing of the net point in subsystems than with the SCII algorithm. The simulation examples show that the
parallel iterative algorithm with a different insertion scheme CIS-EOI is more effective.
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The problem is: find the solution u(x,¢) in the domain D: {0 < x < 1} of

U = Uy (1)
with the boundary conditions
w(0,1) = go(1),u(l,e) = g, (1) (2)

and the initial condition
u(x,0) = f(x) (3)
Let Ax and At be the grid spaces in the directions of x and ¢, where Ax = 1/m, m is a positive integer. The
approximate value u; of the solution u(«, ) for problems (1) to (3) is to be computed at the grid points («;,,1,),
where x; = iAx,i = 0,1,-*,m; ¢, = nA¢t,n = 1,2,:. For simplicity, we denote points (x;,¢,) by (i,n).
Among the finite difference methods for the numerical solution of problems (1) to (3), a well-known classical
implicit scheme is!?

-+ (420 - = W (4)
As we know, Eq.(4) is unconditionally stable and has truncation error O (At + Ax?), in which r = At/Ax”.
Applying (4) to all points along (n + 1)-th time level, it can solve the following tri-diagonal system of equations
AU = b (5)

with
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As usual we consider a class of algorithms for solving (5) which is based on the splitting of the matrix A as
A=M-N (6)
where
A,
A,
Ay

(m=1)x(m-1)
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where Zr, =m-1lwith2<r<m-1.

Then the segment classical implicit iterative (SCII) algorithm for solving (1) — (3) can be expressed as

MU[nH](H]) — NU[H-f]:(S) " E s =0,1,2,

(7)

Hence, we get the estimates of the convergent rate and the property of gradual-approach convergence with the

increasing of the net point number of SCII as
r
r+1

HIT/[71N||°C$ l<r<m-1
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-

where a = r

1 The CIS-EOI Method

1.1 Asymmetric schemes'’

(8)
(9)

Before reconstructing a better embedding overlapped iterative (EOI) parallel method, we briefly review the

asymmetric Saul’yev schemes described as

J J J

2 2 2 2

(1 L) N
) uj»+2uj+1

Both of which are unconditionally stable and have truncation error O(At + Ax).

1.2 Design of CIS-EOI method

I a4l 3" n+l n+l ' n r n n+l 3r n+l I a4l
- Sui o+ (1 +—)u» - Wiy = S U+ (1——)u~ -l o+ (1+— u’t -

D) Uj =

. ’ . . . . .
Asymmetric Saul’ yev schemes are taken as insertion equations to construct new difference equations as

AUVL+1 — b

where

(10)
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where U" = {u},u3, ,uny,un,}" and b are determined by U", go(t,,,) and g,(t,,,).
According to the construct above we split the matrix A as
A=M-N
where
A
A
M = ?
Ao
0, N,
NT 02 N2
N = : ..
N 0., N,
NI—] Ok (m=1)x(m-1)
with
1+ %r -r
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and
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where Zri = m - 1with2 < r, < m - 1. Then the CIS-EOI method can be expressed as
MU = NUPTYY b s = 0,1,2,0 (12)

where M™' N is the iteration matrix. Therefore the solution of (12) can be divided into a series of smaller equations
as

AiUEnH](Hl) — bi(U[nJrl](s) ,I‘,b) s =0,1,2, (13)
1.3 Stability analysis

The matrix description of (10) is defined as

(I+1G)U™ = (I-1G)U +b, n =01, (14)
Supposing
T = (I+1G,)"'(I-rG,) (15)
where
[0, R,
R 0, R,
G, .. ..
Rz-z 0., R,
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W, R,
R W, R,
G, .
R{»-z W.., R,
L Ri, Wol, .
with
-3 —
5 - 1
-1 2 -1
0 .
-1 2 -1
3
- -2l
1 A
2
0
W, i=1,2,,k
0
1
- 21
and
0
R, 0 i =12,k -1
1
2

roXr.
7+l



Parallel EOI algorithm with different insertion schemes 287

k
where Zri = m - 1with2 < r, < m - 1; G, is nonnegative, so we have H(I +1G,)"! H < 1 and “I - G, || <

{\1 - é\ 01— 7] ,1}. Similar to the method of Ref.[4], we have | T| < ler < 2. So Eq. (14) is stable if r

< 2.

&

1.4 Analyses of convergent rate and property of gradual-approach convergence

[5]

Lemma IfM = (mi_j) i1s an n X n matrix, N = (nw-) is an n x m matrix, and

|m£i, > Z‘mq i=1,2,,n
J#i
Then
HM’INHOCsm_aX{ZM,-,j\/(\ma —Z‘m,‘)} (16)
! j=1 j#i
According to the lemma above, we have
IM'Nl. <75 T<rn<m-1 (17)
Obviously, CIS-EOI algorithm (12) is convergent. Similar to the method adopted in Ref. [2], we have
-1 e r _
M NI=—>5 " ¥no=p (18)
1+ 1+4r
where a = r+fandrs2.

From the results above, it is easy to see that the convergent rate and property of gradual-approach convergence
of CIS-EOLI is superior to that of SCII. The numerical example shows that the accuracy of CIS-EOI is also better.
According to the structure of CIS-EOI algorithm, we can construct a much better computational method in parallel

with more accuracy, higher convergent rate and better property of gradual-approach convergence methods.
2 Numerical Example and Experimental Results

Consequently, we provide numerical experiments made for problems (1) — (3) in which'®
f(x) =4x(1 = %), go(t) = g,(t) =0

The exact solution of the problem is

©

U(x,t) = 3*% Z i_e_kz"ztsin(krcx)

s K
The accuracy of SCII and CIS-EOI which is given on Challenge L. with 8 CPUs”' with r = 1.0, Ax = 0.01, n
= 200 and error = 10™* is compared in Tab.1 by putting the absolute error and percentage error at each point along
the mesh line. From Tab.1 we can see that the parallel CIS-EOI method is better than that of SCII. In addition, the
property of gradual-approach convergence of CIS-EOI algorithm in Tab.2 is better than SCII algorithm.

Tab.1 The numberical results of SCII and CIS-EOI algorithms

Exact Numberical result/107! Absolute error/10™ Percentage error/10~*

% result/107! SCIL CIS-EOI SCII CIS-EOI SCII CIS-EOI

0.1 2.6708465 2.6716718 2.6713403 0.8252697 0.493 8049 3.0899182 1.8488703
0.2 5.0410972 5.042234 1 5.0418735 1.1369150 0.776 2720 2.2552927 1.5398869
0.3 6.8731998 6.874 1277 6.873 8589 0.927 8492 0.659 0402 1.3499523 0.958 8551
0.4 8.0191109 8.019 686 4 8.019 503 6 0.5754957 0.392 668 7 0.717 6552 0.489 666 2
0.5 8.4076756 8.408 095 5 8.407 966 3 0.419 8869 0.290 6527 0.499 409 1 0.345 699 2
0.6 8.0191109 8.019 686 4 8.019 503 6 0.5754957 0.392 668 7 0.717 6552 0.489 666 2
0.7 6.8731998 6.874 1277 6.873 8589 0.927 8492 0.659 0402 1.3499523 0.958 855 1
0.8 5.0410972 5.042234 1 5.0418735 1.1369150 0.776 2720 2.2552927 1.5398869

0.9 2.6708465 2.6716718 2.6713403 0.825269 7 0.493 8049 3.089918 2 1.848 8703
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Tab.2 The convergent rate of SCII and CIS-EOI algorithms

3 Conclusion
ri 3 5 10 20 25 50
During the process of solving implicit difference Se 14 1 8 4 2 1
equations, we have developed a parallel CIS-EOI algorithm Saiskor 10 7 5 3 1 1
for improving the convergent rate and property of Note: S¢; and Scispor are the iterative numbers about SCII and
gradual-approach  convergence. We have given the  CIS-EOI algorithms, respectively.

convergent rate and property of gradual approach

convergence in this paper. From both the proof in theory and examples, we can see that the CIS-EOI algorithm is

better in convergent rate and property of gradual-approach convergence than that of SCII algorithm. So the

computing time in parallel is greatly shortened. Its numerical results are also more accuracy because of inserting

different schemes. Of course, we may consider a good many other effective schemes relative to insertion scheme in

parallel computation.
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