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Abstract :

In this paper, we propose an efficient algorithm, called FFP-Growth (short for fast FP-Growth) , to mine frequent

itemsets. Similar to FP-Growth, FFP-Growth searches the FP-tree in the bottom-up order, but need not construct conditional

pattern bases and sub-FP-trees, thus, saving a substantial amount of time and space, and the FP-tree created by it is much

smaller than that created by TD-FP-Growth, hence improving efficiency. At the same time, FFP-Growth can be easily
extended for reducing the search space as TD-FP-Growth (M) and TD-FP-Growth (C). Experimental results show that the

algorithm of this paper is effective and efficient.
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Association rule mining has many important
applications in real life"' . Let I = | Iy Iy D3, "%y
i,,{ be a set of binary attributes, called items. An
association rule consists in an implication of the form A
=> B, where Ac I, Bcland A\ B =), i.e.
A is a set of some items in I, and B is a set of some
items in [ that are not presented in A. The probability
that B occurs given that A has occurred is called the
support, and written as count (AB). The probability
that B occurs given that A has occurred is called the
confidence. The association rule mining problem is to
find all association rules above the user-specified
minimum support and minimum confidence. This is
done in two steps: (D Find all frequent itemsets; @
Generate association rules from frequent itemsets where
@ is the key step .

TD-FP-Growth™® explores the FP-tree in the
top-down order for mining frequent itemsets, and
unlike Ref.[3], it need not construct conditional
pattern bases and sub-trees, hence it improves
efficiency. At the same time, Wang, et al. “) extended
TD-FP-Growth to mine association rules by applying
two new pruning strategies: pushing multiple minimum
supports — TD-FP-Growth(M) and pushing the mini-
mum confidence — TD-FP-Growth(C). Pushing the
confidence constraint into the first step can further
reduce search space. But the FP-tree created by

TD-FP-Growth is lexicographically ordered, so it is
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much larger than that created by FP-Growth. In the
worst case, any two different transactions are in
different paths of the FP-tree created by
TD-FP-Growth, hence the size of the FP-tree is almost
the same as the size of the database.

To overcome the shortcomings of TD-FP-Growth,
in this paper, we propose a fast FP-Growth algorithm,
called FFP-Growth, for mining frequent itemsets and
association rules. FFP-Growth improves the structure of
FP-tree (see definition 1). FFP-Growth also explores
the FP-tree from the bottom-up, but unlike Ref. [3] it
need not construct conditional patterns and sub-trees,
thus, saving a substantial amount of time and space.
The FP-tree created by FFP-Growth is also much
smaller than that created by TD-FP-Growth. At the
same time, FFP-Growth can also efficiently reduce the
search space by applying pruning strategies as in Ref.
[9]: pushing multiple minimum supports and pushing
the minimum confidence. Experimental results show
that the algorithm presented in this paper is highly

effective and efficient.

1 Related Work

[1]

Since its introduction"’, the problem of mining

association rules has been the subject of many

[2-8]

studies But conventional Aprior-like algorithms

need to repeatedly scan the database and generate lots

of candidate itemsets>"*’

To avoid generating many
candidate itemsets, a frequent pattern tree (called the
FP-tree) was proposed” . The FP-tree is searched
recursively in a bottom-up order to grow longer itemsets
from shorter ones. The algorithm of mining frequent

itemsets” needs to build conditional pattern bases and
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sub-FP-trees for each shorter itemset in order to search
thus, it

time-and-space consuming as the recursion goes deep

for longer itemsets, becomes  very

and the number of itemsets grows large.
TD-FP-Growth® explores the FP-tree in top-down

and unlike Ref.[3] it

conditional pattern bases and sub-FP-trees, hence it

order, need not construct
improves efficiency. But it makes the FP-tree become
much larger. Unlike Ref.[9], the algorithm of this paper
explores the FP-tree from the bottom-up and overcomes
the drawbacks of Ref.[9] and uses less space.

Unlike Refs.[7,8], our specification of minimum
support is also associated with the consequent of a rule

as in Ref.[9], not with an arbitrary item or itemsets.

Header table H

2 FFP-Growth for
Mining

Frequent Itemsets

To illustrate the idea of TD-FP-Growth, we utilize
the following examplem .

Example A transaction database is given as
Fig. 1. Suppose that the minimum support is 2, that is,
minsup = 2. After two scans of transaction database,
the FP-tree (TD-FP-Growth) and the header table H
are built as Fig.1. In which, an I _ node refers to a
node labeled by item 7. For each item I, all I _nodes
are linked by a side-link. Associated with each node v
is a count, denoted by count(v), representing the

number of transactions that pass through the node.

Trans ID  Items Ttem | Count | Side-link
1 b, Z @ 5
2 a,b,c,e
3 b,c,e b 3
4 a,c,d c 3
e 3

Fig.1 Transaction table, FP-tree (TD-FP-Growth) and H

FP-tree

ordered.

The items in each path of
(TD-FP-Growth)  are
According to TD-FP-Growth, frequent itemsets are

lexicographically

found: {a} for entry a, and {a, b} for entry b, and
fel,1b, c¢f and {a, cf forentry ¢, and {e}, {b,
el, {c, el and {b, ¢, el for entry e, the details can
be seen in Ref.[9].

Clearly, the drawbacks of TD-FP-Growth are as
follows: the FP-tree (TD-FP-Growth) becomes larger,
in the FP-tree
(TD-FP-Growth) is almost the same as that of the
database. For any entry I, it needs to search all paths

worst case, the size of the

that come from the root. Therefore, the structure of the
FP-tree is improved as definition 1, and a fast
FP-Growth algorithm is proposed, called FFP-Growth.
The FP-tree created by FFP-Growth is denoted as
FP-tree (FP-Growth) .

Definition 1 FP-tree (FFP-Growth) is a tree
structure defined below.

1) Tt consists of one root labeled as “null”, a set
of item prefix subtrees as the children of the root, and
a frequent-item header table.

2) Each node in the item prefix subtree consists of
four fields: item-name, count, parent, and node-link,
which item this node

where item-name registers

represents, count registers the number of transactions
represented by the portion of the path reaching this
node, parent points to its parent node, and node-link
links to the next node in the FP-tree (FFP-Growth)
carrying the same item-name, or null if there is none.

3) Each entry in the frequent-item header table
consists of three fields: (D ltem-name; @ Side-link,
which points to the first FP-tree
(FFP-Growth) carrying the item-name; and @ Count,

which registers the frequency of the item represented by

node in the

the item-name in the transaction database.

Definition 2 For a node /, a path in the FP-tree
(FFP-tree)
I-prefixed path. Similarly, the path that comes from

starting from the root is called an
any itemsets a is called a-prefixed path.

As in Ref.[3], to the given example, Fig.2 is the
created FP-tree (FFP-Growth) . Clearly, the size of the
FP-tree (FFP-Growth) is much smaller than that of the
FP-tree (TD-FP-Growth) .

Similar to FP-Growth, we can get all frequent
itemsets, but need not construct conditional pattern
bases and sub-FP-trees. For example, according to the
side-link, node-link and parent pointer, we can get
three paths for the last item e, {bl — {el, 1b} —
{et—1el and {al—1{bl—>1{cl—>{el, and quickly
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Header table H
Item | Count | Side-link
b 3 _
c 3 —
e 3 -
a 2 \

Fig.2 FP-tree (FFP-Growth) and H

get frequent itemsets {ef, 1b, el, {c, ef, 1b, c,
ef. Clearly, the algorithm of this paper only searches
a few paths for mining frequent itemsets for the given
last item. FFP-Growth is described as follows.
Algorithm  FFP-Growth (fast FP-Growth)
Input: A transaction database DB and minimum
support threshold minsup.
Output: The complete set of frequent itemsets F'.
Methods: According to the following steps.
1) Create FP-tree (FFP-Growth);// as in Ref.[3];
2) F = s
3) For each item b in the head table of FP-tree
(FFP-Growth) do
tF = FU bt
Gen_FI (FP-tree (FFP-Growth), {b}, F);|
/7 The generated frequent itemsets are the same
// as those by FP-tree| { b} as in Ref.[3];

4) Return F.

Procedure Gen_FI (tree, a, F)

{Find all a-prefixed paths by side-link, node-link and parent pointer
in the FP-tree (FFP-Growth);
Generate all frequent items iy, i, ***, i, in all a-prefixed paths,

denoted as F|;

forj=1tosdoif fa U it €Fthen F = FU {a U {i;fl;
k = 2; CF, = gen_ candidate( F;);// candidate itemsets CF,

ifla U iy, ir, =, is|| &F then
while CF, = ¢ do // frequent itemsets F,
i Fo= s
for each A in CF;, do
{ X =A4U a;
if {X| &F then

{get _ count (FP-tree (FFP-Growth), X);

if count( X) = minsup then { F = F U {X|; F, =

Fp U {Afst

felse Fp = F, U {Af;

f
k =k + 1; CF, = gen _ candidate( Fj,_;); ||
Procedure get _ count(tree, X)

//suppose X = {xy, x5, ***, x,,\l and count({x,}) =
//count({x,1) = =+ = count( | % {). Clearly, X is contained in
//every x,-prefixed path, so the support of itemset X can be
//quickly gotten by the parent pointer.

{ find the location of item ¥, in head table;

along side-link and node-link, get all corresponding nodes nd; ,

=ond, s
along parent pointer of nd;, -+, and nd, , get all corresponding
paths Py, -+, P,

for (i =15 i< p;i++)
if P; contains X then count(X) = count(X) + nd;.count; |
Clearly, by FFP-Growth, we need not construct
conditional pattern bases and sub-FP-trees, and the
FP-tree created by it is much smaller than that created
by TD-FP-Growth. Moreover, to reduce the search
space, FFP-Growth can be easily extended as TD-FP-
Growth (M) and TD-FP-Growth (C): pushing multiple
and pushing the minimum

minimum  supports

confidence.
3 Performance Analysis

To evaluate the performance of FFP-Growth on
mining frequent itemsets, we compare it with FP-Growth
and TD-FP-Growth. All experiments are performed on a
PIIT 400 MHz Dell with 128 M main memory, running on
Microsoft Windows 2000 Professional. All programs are
written in VC ++ 6.0. Similar to TD-FP-Growth, we
choose two datasets, Connect-4 and Forest, from UC_
Irvine Machine Leamning Database Repository: htip:
//www.ics.uci.edu/ ~ MLRepository.html (see Tab.1).
The results are reported in Fig.3.
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Fig.3 Executive time and scalability of algorithms.
(a) Forest; (b) Connect-4

Tab.1 Data sets table

Dataset Trans Items per trans Distinct items
Connect-4 67557 43 126
Forest 581012 13 15916

Fig.3 shows a set curves on the scalability with
respect to different minimum supports (minsup).

These experiments show that FFP-Growth is the most
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efficient algorithm.
4 Conclusion

In this paper, we propose an efficient algorithm,
called FFP-Growth. FFP-Growth need not generate
conditional pattern bases and sub-FP-trees, the FP-tree
created by it is much smaller than that created by
TD-FP-Growth, and it only searches some paths in the
FP-tree (FFP-Growth) for any given last item, hence it
improves efficiency. At the same time, like TD-FP-
Growth(M) and TD-FP-Growth(C), FFP-Growth can
be easily extended to reduce the search space.
Experimental results show that the algorithm of this
paper is effective and efficient and outperforms the
previous TD-FP-Growth algorithm.
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