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Classification methods of association rules with linguistic terms
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Abstract: A partition of intervals method is adopted in current classification based on associations (CBA), but
this method cannot reflect the actual distribution of data and still the problem of sharp boundary exists. In this
paper, the classification system based on the longest association rules with linguistic terms is first discussed,
and the shortcoming of this classification system is analyzed. Then, the classification system based on the
short association rules with linguistic terms is presented. The example shows that the accuracy of the
classification system based on the association rules with linguistic terms is better than two popular

classification methods: C4.5 and CBA.
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Classification and association rules are important
research and focuses of data mining
technology. There are a number of -classification
methods including decision tree induction''’, Bayesian
classification and neural network, etc. The problem of
mining Boolean association rules was first introduced
in Ref. [2]. There are many known algorithms for
mining Boolean association rules, such as Apriorim,
DHP'*', etc. Srikant and Agrawal first introduced the
problem of mining quantitative association rules™’ .
The algorithm in Ref.[5] found quantitative
association rules by partitioning the attribute domain,
combining adjacent partitions, and then transforming
the problem into binary one. Association rules can
also be used to classify. Liu, et al. proposed a classifi-
cation method based on associations (CBA)W, which
used an iterative method to find the frequent and
accurate possible rule set and then used the method of
elicitation to build a classification system.

For mining association rules, quantitative
attributes are handled by partitioning them into several
intervals in CBA. But a partition of intervals method
introduces some problems. The first problem is that
the equi-depth partition cannot embody the actual
distribution of the data. The second problem is caused
by the sharp partition boundary. Ref.[ 7] used a fuzzy
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set to soften the partition boundary, and presented the
concept of fuzzy association rules. Ref.[8] used
linguistic clouds to soften the partition boundary.
Ref.[9] used the relational fuzzy c-means algorithm
to partition the quantitative attributes into several
linguistic terms, then the problem of mining
association rules with linguistic terms was introduced
by combining linguistic terms. The relational fuzzy c-
means algorithm can embody the actual distribution of
the data. Furthermore, linguistic terms can soften the
partition boundary. But combining linguistic terms can
obtain excessive association rules with linguistic
terms, so the mining algorithm cannot fit for a large
database. Ref. [ 10 | improved the algorithm in Ref.
[9], and this improved algorithm can fit for a large
database. The algorithm of mining fuzzy association
rules with weighted items was presented in Ref.[ 11].
In this paper, classification systems based on
association rules with linguistic terms are presented.

The rest of this paper is organized as follows. In
section 1, the problem of mining association rules with
linguistic terms is introduced. In section 2, the classifi-
cation system, based on the longest association rules
with linguistic terms, is discussed and the shortcom-
ings of this classification system are analyzed. In sec-
tion 3, the classification system based on short associ-
ation rules with linguistic terms is presented. The con-
clusions are briefly noted in section 4.

1 An Algorithm for Mining Association
Rules with Linguistic Terms

Let T = {t19 by, ***
t; represents the j-th record in 7, let [ = {i,, i,, -,

, t,} be a relational database,

i, | be the attribute set where i, denotes a Boolean,
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categorical or quantitative attribute, #,[i,] represents
the value of the j-th record in attribute i,. Values of
the record in attribute need to be partitioned into
several linguistic terms for mining association rules
with linguistic terms.

Let A, and A, be two values of the record in
Boolean attribute, and then two values can be
partitioned into two linguistic terms A, and A,:

1 x =4,

A () :{0 x=A
=4,

1 x =4,

Az (x) :{0 x=A
=4,

A categorical attribute with fewer values can be
partitioned into several linguistic terms with the same
method.

Each quantitative attribute is partitioned into
several linguistic terms using the FCM algorithm[m.
These linguistic terms are usually represented with
triangular fuzzy numbers for classification. The
method of representing linguistic terms in triangular
fuzzy numbers is as follows.

Let u, (x;) be the grade of membership of x, in
the linguistic term with center v,, let X* = {x, ., (x,)
=u,(x,), Vjell, 2, -, cf|. We first find the
samples with the minimum grade of membership at
both sides of the center v, in X* U {v, |, let the left
sample with the minimum grade of membership be ',
its grade of membership be u,(x'), and let the right
sample with the minimum grade of membership be x",
its grade of membership be u,(x"), then the
expression of triangular fuzzy numbers f(x) or (a,
v,, b) with center v, is

x-a
—_— A=AV,
v, —a
fx) ={b-x b, <x<b
b-v,
0 x<aorx>bh
1 1
X vV, —X
wherea:xl—w, b = x" +
I_Mk(x)

i (") (2" =)
1 _Mk(xr)

In order to mine association rules with linguistic
terms, a new database is first built through original
database 7. In this new database, attributes are
linguistic terms, so attributes are called linguistic
attributes. An association rule is an implication of the
form X = Y. Because attributes in X and Y are
linguistic attributes, X = Y is called association rule
with linguistic terms. The support of the linguistic
attribute set and the support and confidence of X=Y

are defined in Ref.[ 10 ]. Linguistic attribute sets with
at least a minimum support are called frequent
linguistic attribute sets. The association rules with at
least a minimum support and a minimum confidence
respectively are called the interesting association rules
with linguistic terms. The interesting association rules
can be generated from frequent linguistic attribute
sets, so discovering all interesting association rules is
equal to discovering all frequent linguistic attribute
sets. By the definition of the support of the linguistic
attribute set, we can know that all subsets of a
frequent linguistic attribute set must also be frequent.
With the above finding, it is easy to modify the
Apriori algorithm' to mine association rules with
linguistic terms. Further details can be obtained in Ref.
[10].

2 C(Classification System Based on the Lon-
gest Association Rules with Linguistic
Terms
Let]:%il’ Iy,

classification databases. Attribute i is a categorical

, i,,, i} be the attribute set of

attribute with values C,, C,, ---, C,, which are all
class labels. Let v = (y,, ¥,, ***, ¥, ) be a sample,
where y,, y,, -+, v, are the values taken by
attributes i,, i,, -, i,. In this section, we will
discuss how to use association rules with linguistic
terms to classify the sample y. We use interesting
association rules with linguistic terms to build a
classification system. Suppose we use the algorithm in
section 1 to discover M interesting association rules
with linguistic terms as follows:

R,: If i is Ay and --- and i, is A" |

=1,2, -, M
where A}, AL---) A" are linguistic terms of attribute
iy, Iy, =+, 1,; C; are class labels. These rules have

m +1 attributes, so they are the longest association

theniis C;, k

rules with linguistic terms. We use these association
rules to build the rule base of classification system.
When a sample y is to be classified, we can compute
the discriminant function values of each class g, (y) ,

h=1,2, -, ¢, according to the following formula:

2 HA/'k(yf>

<ksM, y=Cy, j=1

g (y) = 1

M m .
; 2 A,' (}Q’)

We compare these discriminant function values, and
take the class label corresponding to the maximum
value as the classification result of the sample y. This

inference method considers the information provided
by each rule for sample classification. At the same
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time, because association rules with linguistic terms
are easily understood, the classification system built
has better interpretability.

In order to check the accuracy of our classi-
fication system, this paper discusses the Diabetes
dataset from UCI Machine Learning Repository. Each
quantitative attribute is partitioned into three linguistic
terms represented with triangular fuzzy numbers by
the FCM algorithm. In the experiment, ten-fold cross-
validation method is applied to estimate the
classification accuracy. The dataset is randomly
divided into ten disjointed subsets, with each
containing approximately the same number of records.
Sampling is stratified by class labels to ensure that the
subset class proportions are roughly the same as those
in the whole dataset. For each subset, a classifier is
built using the records not in it. The classifier is then
tested on the withheld subset to obtain a cross-
validation estimate of its accuracy. Then ten cross-
validation estimates are averaged to provide an
estimate for the classifier built from all the data. The
cross-validation estimate in each subset is obtained as
follows.

The number of interesting association rules with
linguistic terms decides the complexity and accuracy
of the classification system. A perfect classification
system has a few rules and good accuracy. In order to
control the complexity of the classification system, we
first mine 1 000 interesting association rules on the
withheld subset and rank these rules by their support.
Then some rules that have high support are selected to
evaluate the accuracy. In order to save computing
time, we select the number of rules at a multiple of 50,
such as 50, 100, 150, etc. We select 20 times and
select the number of rules with the best accuracy. Tab.
1 shows the experimental results with the classification
system based on the longest association rules with
linguistic terms (LARLT).

Tab.1 Experimental results

Folds  Rule number Training accuracy Test accuracy

1 800 0.855 491 0.763 158
2 700 0.852 388 0.779 221
3 100 0.759 768 0.753 247
4 100 0.742 402 0.766 234
5 450 0.829 233 0.792 208
6 600 0.843 705 0.779 221
7 650 0.843 705 0.818 182
8 150 0.771 346 0.766 234
9 450 0.824 891 0.766 234
10 100 0.754 335 0.736 842
Average 410 0.807 726 0.772 078

We compare LARLT with two popular classi-
fication methods: C4.5""' and CBA. In the experiment,

the algorithm of C4.5 is downloaded from http: //
www.cse.unsw.edu.au/ ~ quanlian, and the algorithm
of CBA is downloaded from http: //www.comp.nus.
edu.sg/ ~dm2. Where the minimum support is set to
1% , the minimum confidence is set to 50%, and other
parameters are unchanged. The accuracy of C4.5 is
74.2% , CBA is 74.5%, and LARLT is 77.207 8%. It
is obvious that the accuracy of LARLT is better than
CBA and C4.5 in the Diabetes dataset.

3 Classification System Based on Short As-
sociation Rules with Linguistic Terms

When a database has many quantitative attributes,
the longest association rules with linguistic terms have
very small support. But it costs too much time for
mining association rules with very small support. In
this section, we discuss how to use short association
rules with linguistic terms to build a classification
system.

3.1 Building the classification system

Suppose we use the algorithm in section 1 to
discover M interesting short association rules with
linguistic terms as follows:

R,:IfX(1,k)isB(1l, k) and --- and X([,, k)

is B(Il,, k),theniisC,, k=1,2, -+, M
where X(1, k), X(2, k), -, X(I,, k) € {i,, i,
-, 1,1, B(l,, k) are linguistic terms of attribute X
(L, k), C,eiC,, C,, -+, C,}.Because [, k=1,
2, =+, M can be different from m, so these
association rules are short association rules with
linguistic terms.

We use these association rules with linguistic
terms to build the rule base of the classification
system. When a sample y = (y,, v,, ***, ¥, ) iS to be
classified, compute the discriminant function values of
each class g,(y), h=1,2, -+, ¢, according to the
following formula:

T1BG. HIXG. k) ()]

I<h<M, i=Cyj=1

g (y) = PR
Y IIBG. DIXG B ()]

where X(j, k) (y) is the value taken by attribute X

(j, k) in the sample y, B(j, k) [X(j, k) () ] is the

grade of membership of X (j, &) (y) in linguistic
U

terms B(j, k), and [T B(j, k) [X(j, k) (y)] is the
j=1

activated degree of sample y to the association rule R,.

We compare these discriminant function values, and
take the class label corresponding to the maximum
value as the classification result of the sample y.
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In order to check the accuracy of our classi-
fication system, this paper discusses Wine dataset
from UCI Machine Learning Repository, which has 13
quantitative attributes and 1 categorical attribute. Each
quantitative attribute is partitioned into three linguistic
terms represented with triangular fuzzy numbers by
FCM algorithm. Ten-fold cross-validation method is
applied to estimate the classification accuracy. Tab.2
shows the experimental results with the classification
system based on short association rules with linguistic
terms (SARLT). We compare SARLT with two popular
classification methods: C4.5 and CBA. The accuracy
of C4.5 is 92.7%, CBA is 91.6%, SARLT is
97.15686% . It is obvious that the accuracy of SARLT
is better than that of CBA and C4.5 in the Wine
dataset.

Tab.2 Experimental results

Folds  Rule number Training accuracy Test accuracy

1 100 0.956 522 1

2 250 0.9625 1

3 250 0.9375 1

4 150 0.975 0.944 444

5 100 0.968 75 0.888 889

6 150 0.975 1

7 50 0.962 5 1

8 50 0.9625 1

9 50 0.968 75 1

10 50 0.981 366 0.882 353
Average 120 0.965 038 8 0.971 568 6

3.2 Simplifying the classification system

There are two issues that must be addressed in
the classification system based on association rules
with linguistic terms. The first is that a huge number
of rules can contain noisy information. The second is
that a huge set of rules would extend the classification
time. This can be an important problem in applications
where fast responses are required. So association rules
with linguistic terms should be pruned. The pruning
techniques that we employ are as follows.

Definition 1 Let r: X=C be an association rule
with linguistic terms, the lift of a rule r is defined as
conf(X=C)

conf(C)
where conf (C) is the expectation confidence of

lift(r) =

consequent C without arbitrary conditions.

If lift(r) is greater than 1, then rule r is positively
correlated, meaning X encourages C. If lift (r) is less
than 1, then rule r is negatively correlated, meaning X
discourages C. If lift(r) is equal to 1, then X and C are
independent. Association rules with lifts less than 1 or
equal to 1 should be pruned. It is insufficient to prune

the association rules with their lifts. The difference of
minimum confidence (minconf dif) is introduced next
to prune the association rules farther.

Definition 2  Given two association rules with
linguistic terms r, ; X=C and r,; X'=C, we say that
the rule r, is a sub-rule of the rule r, if X' CX.

The improvement of an association rule with
linguistic terms can be defined as the minimum
difference between its confidence and the confidence
of any proper sub-rule with the same consequent.

Definition 3  Given an association rule with
linguistic terms X = C, the improvement of X = C
(imp(X=C)) is defined as

min( VX' CX, conf(X=C) —conf(X'=C))

Given a minconf dif, if imp(X=C) is greater
than minconf dif, then the rule X= C contains new
information. Otherwise, we consider that the sub-rule
of association rule X = C contains the information
provided by X= C. So association rule X= C should
be pruned. For example, given two association rules
with linguistic terms:

Rule 1 If blood pressure is high and dextrose is
normal, then he has an illness (sup = 10%, conf =
41%).

Rule 2 If blood pressure is high, then he has an

illness (sup =12%, conf=40%).

Suppose minconf dif is set to 5%. It is obvious
that rule 2 is a sub-rule of rule 1. The difference
between the confidence of rule 1 and the confidence
of rule 2 is 1%, which is less than 5%. So rule 2
cannot provide new information and will be pruned.

To Wine dataset, Fig.1 shows the average number
of the association rule pruned with different minconf
dif in the ten-fold cross-validation method. In
addition, we can notice from Fig.1 that association
rules can be pruned effectively with the minconf dif
increasing. Fig.2 shows the average test accuracy with
different minconf dif. In addition, we can notice from
Fig. 2 that some useful association rules may be
pruned when the minconf dif increases, this will make
the test accuracy descend. A perfect classification sys-
tem has a few rules and a good accuracy. Let
minconf dif be 0. 10, the average number of the
association rule is 52, the average test accuracy is
96.60% . Comparing with the classification system in
section 3.1, the average number of the association rule
descends to 68. The average test accuracy only
descends 0. 556 86%. So we can claim that the
simplified classification perfect
classification system.

system is a



Classification methods of association rules with linguistic terms 25

150

rulenum
]

w
[=]

Avg

0 L L L ! |
0 0.05 0.10 0.15 0.20 0.25
Minconf _ dif

Fig.1 Average rule number

_ accuracy
o o =
o © o

1 1 1 1 ]
0.05 0.10 0.15 0.20 0.25
Minconf _ dif

Fig.2 Average precision

Avg

4 Conclusion

In this paper, the classification system based on
the longest association rules with linguistic terms is
first discussed, and the shortcomings of this
classification system are analyzed. Then the
classification system based on the short association
rules with linguistic terms is presented. Because fuzzy
c-means algorithm can embody the actual distribution
of the data and linguistic terms can soften the partition
boundary, the classification system based on the
association rules with linguistic terms can obtain better
classification accuracy than two popular classification
methods: C4.5 and CBA.
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