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Abstract: Based on confusions between hidden Markov model (HMM) states, a state-restructuring method is
proposed. In the method, HMM states are restructured by sharing Gaussian components with their related
states, and the re-estimation to the increased-parameters, i.e., the inter-state weights, is derived under the
expectation maximization (EM) framework. Experiments are performed on speaker-independent, large
vocabulary, continuous Mandarin speech recognition. Experimental results show that the state-restructured
systems outperform the baseline, and achieve significant improvement on recognition accuracy compared with
the conventional parameter-increasing method. Such comparative results confirm that the state-restructuring

method is efficient.
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In recent years, most large vocabulary continuous
speech recognition (LVCSR) systems are based on
state-tying hidden Markov models (HMMs). During
recognition, some states are commonly confused with
others, i.e., state A is recognized to be state B by
error, which causes a reduction in word recognition
accuracy. The conventional method out of this
problem is by purely increasing the number of
Gaussian components' '’ . However, in large vocabulary
systems, where a large number of basic HMMs are
used and each has only a few observations, a large
number of parameters cannot be estimated robustly
and are expensive to be stored.

In recent study, Luo'>' proposed the probabilistic
classification of HMM
improvement reported in Ref. [ 2 ] suggested the

states. The performance
importance of a good state structure. This study is
related to what we are proposing here in that Gaussian
components can be shared by different states. In the
speaker-independent speech recognition system, a
large number of speakers are included in the training
set, which can cover the acoustic space to some
extent. Therefore, in this paper, we suppose that states,
which tend to be confused with other states in the
training set, still tend to be confused to these states in
the test set. Based on this hypothesis, a method of
HMM state-restructuring is described. This method
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aims at increasing posterior probability to the training
data. The final number of components in each state is
inflated by sharing Gaussian components with the
confused states. We evaluate the method by the task
of speaker-independent, large vocabulary, continuous
Mandarin speech recognition, and prove the method is
efficient in

improving system performance with

limited increasing of parameters.
1 State-Restructuring in HMM Set

Assume an initial HMM set is generated with
conventional algorithms. Fig.1 gives the process of
state-restructuring and parameter-training.
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Fig.1 Process of state-restructuring and parameters’
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Suppose the set of states in HMM set is (2, and
X, -} As
for X, the corresponding observation feature vector is
0[ = {01 , e

the training contexts are X = { X,, -

b

,0,, -+, 0.|. Based on X, the word is
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first expanded into its phonemic representation, and
each phoneme is mapped into a sequence of states: &
=1{s,, =**, s, -+, sp|, where s, is the state assigned
to frame ¢ by the Viterbi alignment method®'. We
define 5 the actual state sequence. When X, is
decoded to the sequence of states: ¥ = {r,, -, r,,
-, rp |, where r, is the state assigned to frame ¢ by
the Viterbi decoding algorithm"’. Similarly, define ¥
the recognized state sequence. Compare the two
sequences, we get two states: s, and r, for feature
vector o,. If s, #r,, define r, the related state of s, and
the confusion C, is
P(o,|r,)

silry :P(o, | 5,) 1)

Since state s, is recognized by r, by error, when s, #r, ,
P(o, |r)> P(o,]s,), ie, C,

(1), we can see the larger C,

r

> 1. From definition

_is, the more possible it

is that s, is recognized by r,. Thus, if r, is shared with
s,, i.e., share the weighted components in r, with s, and
accordingly change the structure of s,, the posterior
probability P(o, | s,) will increase, therefore, the error
reduction will be achieved.

For arbitrary state s e (2, define its related state
set R'. Each state in R’ is a related state of s.
Restructure s with r (r € R'), the final Gaussian
component function is

b<|5) = zme(' ‘r) +w0P<'|3) =

reRs

S, Pl @)

reRs
where R* =R'U {s}| and w,,, = w,. Initialize w, to 1 -
D, where D is a hand-set constant. The initial weights
w,,, and the probability function P( - |r) are

slr

D——— r#s
w,, = >Cy, €))
reRs
1-D r=-s
L
P(-‘r) = Zmr,lN(.|Mr,l’27,l> )
=1

where L is the number of Gaussian mixtures;

NC- |, ,, 3 ) represents multi-Gaussian function;

m, ;, p, and ¥ - are the mixture weight, mean vector
and dialogue covariance matrix of the /-th component
in state r. Accordingly, the restructured-state s has two

level weights: the inter-state weight w,,, and the intra-

slr

state weight m, ;. They satisfy:
o Intra-state weight

o Inter-state weight

walr =1

reRs’

After state-restructuring, the inter-state weights
are re-estimated with the likelihood
criterion. The objective function is given by the log-

ngs\rsl

maximum

likelihood function as
L(0O,) = Y log(p(ols)) ®)
0e0;
where O, represents the set of observation feature

s

vectors that belongs to state s in training contexts. Our

goal here is to find weight w,, which maximizes the

shr
upper log-likelihood function. However, since there is
no direct solution for the maximization, an EM
algorithmm is used. The EM algorithm requires an
auxiliary function as

Q(w,,, w,,) = E[logP(0,, s | w

ir ) | 0,, w,,]
©)
We can update w,|, by equating the gradient of Eq.(6)
with respect to w,,, to zero.
In conclusion, state-restructuring is implemented
as follows.
Step 1

data by Viterbi decoding and get the most likely

Align the initial state set and speech

recognized state-sequence { 7|, for context X.

Step 2 As for context X;, construct a network:
LM,. Based on the network LM;, the Viterbi alignment
method is used to give the actual state-sequence
[yhe

Step3 Do step | and step 2 for all X.

Step 4 Compare the two sequences of {n| and
{y},and from {n{, select the related state set R" for s
(reR'). For
simplicity, select the top hand-determined 7' candidate

(s e2) and compute the confusion C,,
states of R’ and remark the new state set as R..

Step 5 Based on Eq.(3), compute the inter-state
weight w_,. Share Gaussian components in state r
with state s (as shown in Eq.(2)).

Step 6 Do step 4 and step S for all states.

2 Experimental Results

The proposed state-restructuring method is
evaluated on the LVCSR Mandarin dictation task. The
databases Fr-Wai'>' from Microsoft Research Asia are
used for training. Er-Wai contains 19 688 utterances
from 100 male students. The corresponding test set is
MSR:SJ, which contains 500 utterances from 25 male
speakers. Note that the two sets have no speaker
overlap at all, i.e., all experiments are strictly speaker-
independent. Acoustic features are 12 MFCCs and log
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energy plus first and second derivatives (total 39
dimensions ). Word-internal triphone
HMMs corresponding to 184 total initial/final set and
a silence model are trained by HMM Tookit (HTK)m.
To illustrate the effectiveness

continuous

of the proposed
algorithm, only the acoustic performances are given.
The baseline system B-8 with 8 Gaussian components
per state achieves the recognition accuracy of
52.27%. B-8 consists of 2 392 tied-states after
decision-tree based state tyingm, with 2 392 x8 x79
= 1511 744 parameters. The digit 79 denotes 39
mean, 39 dialogue covariance, and 1 intra-state weight
per Gaussian component.

Let S-T(T =1, 2, 3, 4, 5) represents the state-
restructured system. Fig. 2 plots the recognition
accuracy and the number of inter-state weights against
different thresholds 7. The first observation is that S-T
outperforms B-8, which indicates the shared Gaussian
components within states of S-7" enhance the posterior
probability. The second observation is that the number
of inter-state weights in S-T' is no more than 2 392 x
T. The reason is that the size of some related-state sets
is less than 7. The third observation is that the
performance of S-T increases as threshold 7 increases,
while the trend of the increasing speed descends,
implying that, although some states have many related
states, using only the top 2 to 3 ones can achieve an
improved performance.
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To compare the conventional parameter-

increasing method by splitting Gaussian mixtures" "
with the state-restructuring method, Tab. 1 lists the
comparative results yielded by the two methods, where
WRA denotes word recognition accuracy, and B-n (n
=10, 12, 14, 16) represents the system created by the
parameter-increasing method with n  Gaussian
components per state. As we can see, with an increase

in n, the number of parameters is germinated, whereas

the increase in performance is limited. However, S-T
achieves better performance with only a slight
increasing of parameters. For example, in S-3, the
number of inter-state weights is 5 729, corresponding
to 0. 38% increase in parameters, and the word
recognition accuracy is increased by 2.68% . We can
attribute such better performance to the increase of
related components per state. For example, in S-2, the
number of inter-state weights is 4 222, and the number
of average Gaussian components within each state is
22. This can explain why S-2 is superior to B-16.
Similarly, S-1, with the average Gaussian components
of 16, has similar performance to B-16.
Tab.l1 Comparative results in different systems %

System WRA

Increase of WRA  Increase of parameters

B-8 52.27 baseline baseline
B-10 52.34 0.13 25.00
B-12 52.50 0.44 50.00
B-14 53.05 1.49 75.00
B-16 53.42 2.20 100.00
S-1 53.33 2.03 0.16
S-2 53.52 2.39 0.28
S-3 53.67 2.68 0.38
S-4 53.73 2.79 0.46
S-5 53.79 2.91 0.53

3 Conclusion

In order to increase the accuracy of HMM set
and improve the system performance, a state-
restructuring method is proposed. Experimental results
show the method can improve the word recognition
accuracy with a limited increase in the number of
parameters. Since the state-restructuring method is
based on the training data and obtains significantly
good recognition results, we can expect to gain better
performance by generalizing the method to use
speaker adaptation data. This theory will be executed
in the later work.
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