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Abstract: The random delays in a networked control system (NCS) degrade control performance and can even
destabilize the control system. To deal with this problem, the time-stamped predictive functional control (PFC)
algorithm is proposed, which generalizes the standard PFC algorithm to networked control systems with random
delays. The algorithm uses the time-stamp method to estimate the control delay, predicts the future outputs based
on a discrete time delay state space model, and drives the control law that applies to an NCS from the idea of a
PFC algorithm. A networked control system was constructed based on TrueTime simulator, with which the time-
stamped PFC algorithm was compared with the standard PFC algorithm. The response curves show that the

proposed algorithm has better control performance.
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Networked control systems (NCS) are those con-
trol systems whose control loops are closed via a serial
communication network!''. There is increasing interest
in using Ethernet for communication tasks in NCS be-
cause of its high speed, widespread usage and open-
ness to web technology. Because the CSMA/CD pro-
tocol used by Ethernet is a stochastic bus arbitration
scheme, when used as an industrial network, Ethernet
will introduce random delays into the control loop,
which degrade the control performance and can even
destabilize the control system.

To deal with random delays in NCS, some re-
searchers have proposed different control methods.
Luck and Ray" used queues to reshape random de-
lays in NCS to deterministic delays. Goktas'™ de-
signed networked controllers in frequency domains
based on robust control theory. Nilsson et al. ' pro-
posed a method to design the stochastic optimal con-
troller for NCS with random delays shorter than one
sample period. Srinivasagupta et al." proposed a
time-stamped dynamic matrix control algorithm, which
inherits many advantages of predictive control, such as
reliability, easy parameter tuning and constraint han-
dling.

Predictive functional control (PFC) is another of
the most popular model-based predictive control algo-
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rithms, and it has successfully been applied to many

different control areas'®™®

. One outstanding merit of
PFC is that a large sample period can be used, which
is a desired feature for NCS with limited communica-
tion bandwidth. This paper generalizes the standard
PFC algorithm into NCS with random delays shorter

than one sample period.
1 Algorithm Derivation

1.1 Predicted outputs
The structure of time-stamped PFC is depicted in

Fig. 1. Consider the state space model
X(H) = Ax(t) +bu(r) }
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Fig.1 Structure of time-stamped PFC algorithm

Denote 7,°, 7; and 7;° as sensor-to-controller de-
lay, calculation delay and controller-to-actuator delay,
respectively. The effect of 7| can be neglected when
compared with 7, and 7;". The sensor data is time-
stamped to measure the sensor-to-controller delay. By
doubling, the control delay can be estimated. When
the control delay is shorter than one sample period (7,
=7, +7, <h),sampling (1) gives the discrete time
delay state space model :
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x, (k) =A, x (k=1) +b’u(k-1) +b. u(k-2)
Y (k) =€, (k) }
(2)

h-7p h
where A = e, b’ =f Le’”bds, b =f e*bds ,
0

h-ry
and ¢l =c".
The system state at the (k + i) -th control step is
x, (k+i) =A x (k+i-1) +b° u(k+i-1) +
bl u(k+i-2) (3)
Using the recursion method, the system output at
the (k + i) -th control step can be predicted.
ya(k+i) =ch Al x, (k) +ch AV BY u(k) +
ch AN D u(k=1) +cL AR u(k+1) +
cr AP D u(k) +...+ch ADY u(k+i-2) +
ch A bl u(k+i-3) +cp b u(k+i-1) +
el b u(k+i-2) (4)
The future control variables are assumed to be
composed of a priori known functions:

uCk +0) = 3 (k) ug, (i) ()
n=1

where 1 <i<P, P is the predictive horizon, u, are the
coefficients to be calculated during the optimization
process, ug, are base functions, and N is the number of
base functions. Substituting Eq. (5) into Eq. (4) gives
y.(k+i) =c. Al x_(k) +
e Ay by ulk =1) +p(k) "yg (i) (6)
Where”’(t) = {Ml (k), /-Lz(k)s cees :LLN(k) }T: yp (i) =
{¥51 (1), Yo (1) .oy gy (0) }', and yy, (i) is defined as
Yiu(D) =€ AL by, 4y, (0) + €, AL by 11, (0) +
ch ALPBY ug, (1) +ef AL b ug, (1) +... +
el A DB uy (i-2) +cibl ug (i-2) +
C bl g, (i =1) (7)
Assume that the future predicted errors are ap-

proximated by a polynomial
NC

ek +1) =y, (k) =y (k) + Y e (i (8)

j=

where y, is the plant output, N, is degree of the poly-
nomial approximation, e¢; are the coefficients calculat-
ed based on the past and present predicted errors. Af-
ter error compensation, the predicted outputs become

y(k+i) =y, (k+i) +e(k+1i) 9
Substituting Eq. (6) and Eq. (8) into Eq. (9) gives

yo(k +i) =cy Ay x, (k) +c,ALb, u(k —1) +

N,

(k) 'y (i) +y,(k) =y, (k) + Ze_,-(k)i’ (10)

1.2 Control law
The reference trajectory is the path towards the
future setpoint, which is given by

V(k+i) =c(k+i) -BTe(k) —y,(b] (11)
where B(0 <B < 1) is selected based on the desired
closed-loop response time, and c(k + i) is the setpoint
calculated by the polynomial:

Ne

c(k +i) =c(k) + Y c;(bi (12)

j=1
The performance index is a quadratic sum of the
errors between the predicted outputs y, and the refer-

ence trajectory y,.

J(ky = Y [y, (k+i) —y(k+D]° (13)
i=1
Eq. (10) minus Eq. (11) gives
yolk +0) —y(k +i) =c¢y A, x, (k) +
en Ayl by u(k =1) +p(k) Ty (i) +

3K =y (0 + X el —c(h) -
Y (i +BTeth) —y,(0] =p(k) yy(D) -

j=1
max(N¢, Ne)

{a-grre -y,01+ ¥

j=1

[c(b —¢(h) |7 -

en(Ay =Dx, (k) —eL A by u(k 1) | (14)

If all the items in the brace of Eq. (14) are de-
fined as

d(k +1) = (1 =g)[c(k) —y,(B)] +

max(Ng, Ne)

> ek —e (1P -

j=1
cn(Ay, —Dx, (k) —c Ay by u(k —1)
(15)
then the performance index can be rewritten as

J(k) = Z[M(k)TyB(i) —d(k +D1* (16)

The optimization problem is to find a group of
coefficients u,, u,, ..., uy to minimize J(k).

y % =0, we have
p(k) = (Y Yy) "'Yed(k) (17)

where ¥, = {35 (1), 5(2), ..., o (P)} and d(k) =
(d(k+1),d(k+2),....,d(k+P)}".

In fact, only the first control variable is acted on
the plant, and the control law at present control step
can be obtained from

u(k) =p(ug(0) = Y, (M, (0) (18)

2 Simulation Platform

TrueTime, a Matlab/Simulink based simulator

!

for real-time control systems[10 , was used to validate

the proposed control algorithm. The TrueTime simula-
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tor offers two Simulink blocks: the computer block
and the network block, both of which can be custom-
ized to simulate a practical real-time control system.

The NCS simulation platform adopted in a later
simulation is depicted in Fig. 2. The sensor, controller
and actuator were achieved using three computer
blocks. The Ethernet was brought about using a net-
work block with the MAC protocol specified to CS-
MA/CD. The sensor and actuator were connected to
the plant through their A/D converter and D/A con-
verter, respectively. In addition, an inference node
brought about by another computer block generated
random interfering traffic over the network, which
simulated network load generated by other communi-
cation nodes.

Clock Slmulatlon tlme T,y
Ref
All -
Snd (~ @ e~ R D/AH Ll
Rcv y=
Actuator DC motor
Contoller
sndl revl
E snd2  rev2
snd3>»lsnd3  rev3
snd4>w={snd4 rcv4

Ethernet (CSMA/CD)
Fig.2 NCS simulation platform

The time-driven sensor used a periodic task to
sample the plant output at each control step. The sam-
ple data were time-stamped and then sent to the con-
troller. The controller had an event-driven task that
was triggered each time a sample arrived over the net-
work. Upon receiving a sample, the controller compu-
ted a control output, which was sent to the event-driv-
en actuator. After receiving the control signal, the ac-
tuator A/D coverted it immediately and acted on the
plant.

3 Numerical Simulation

The simulation used a DC motor as the control
plant, whose numerical state-space model was

. -4 -0.03 2
£ =] 0.75 —10 J* +{o}”} (19)
y ={0,1}x

The control system was required to meet the fol-
lowing design specifications:

(D Rising time shorter than 0.9 s;

(@ Overshoot of less than 20% ;

3 Steady-state error of less than 5% .

The sample period was firstly set to 0.2 s, and
the prediction horizon to 10. To trace the first order

curve, the base function adopted steps. The response
curve by the standard PFC controller is depicted in
Fig. 3(a) when there was no delay. This meets the de-
sign specifications.

The network-induced delays were changed by set-
ting the network bandwidth occupied by the interfer-
ence node. In contrast, the response curves with maxi-
mum control delays of 0.50,0.70 and 0.99 h are also
depicted in Fig.3(a). It can be seen that the system re-

sponse deteriorates when the delay becomes larger.
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Fig.3 When the sample period is 0.2 s. (a) Response curves
with standard PFC; (b) Response curves with time-stamped PFC
The controller was redesigned according to the
time-stamped PFC algorithm proposed in section 1.
The design parameters were the same as those in the
standard PFC algorithm. Fig. 3 (b) depicts the re-
sponse curves when the maximum network-induced
delays were 0. 50, 0. 70 and 0. 99 h. With reduced o-
vershoot and shorter setting time, the control perform-
ance is apparently improved.
The above simulation was repeated using a sam-
ple period of 0.4 s. The corresponding response
curves are depicted in Fig. 4. When a larger sample
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Fig.4 When the sample period is 0.4 s. (a) Response

curves with standard PFC; (b) Response curves with time-stamped
PFC
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period was adopted, the negative effect of network-in-
duced delay was more significant for the control sys-
tem using the standard PFC algorithm ( see Fig. 4
(a)). However, the time-stamped PFC algorithm can
still give satisfactory control performance in such a
situation ( see Fig.4(b)).

4 Conclusion

In this paper the time-stamped PFC algorithm
was proposed for dealing with random delays in NCS.
The standard PFC algorithm was modified to consider
the network-induced random delays. An NCS simula-
tion platform based on TrueTime simulator was con-
structed to validate the proposed algorithm. The simu-
lation results show that the proposed time-stamped
PFC algorithm can give better control performance
compared with the standard PFC algorithm.
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