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Auto-expanded multi query examples technology
in content-based image retrieval
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Abstract: In order to narrow the semantic gap existing in content-based image retrieval ( CBIR), a novel
retrieval technology called auto-extended multi query examples (AMQE) is proposed. It expands the single one
query image used in traditional image retrieval into multi query examples so as to include more image features
related with semantics. Retrieving images for each of the multi query examples and integrating the retrieval
results, more relevant images can be obtained. The property of the recall-precision curve of a general retrieval
algorithm and the K-means clustering method are used to realize the expansion according to the distance of
image features of the initially retrieved images. The experimental results demonstrate that the AMQE technology
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can greatly improve the recall and precision of the original algorithms.
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Due to the rapid growth of the large capacity im-
age databases, image retrieval has become an impor-
tant issue involved in computer vision, image databas-
es and knowledge mining in recent years. Image re-
trieval aims to retrieve similar or relevant images to
the query images by means of the image features or
the keywords related to the query images '". In the
past, various approaches to image retrieval were pro-
posed, most of which were content-based image re-
trieval (CBIR) that derived the image features such as
color, texture and shape or any combination of them.

However, the semantic gap that exists between
the high level semantic and the low level features of
an image has degraded the efficiency of the CBIR

technology'"!

. Actually, images with the same seman-
tics may have very different appearances (low level
features) . For example, “dog” images may include va-
rious breeds of dogs of different color, height and
shape. Yoon and Jayant'”' also declared this situation
with a “bear” images example existed in the image re-
trieval clearly. The traditional retrieval method hopes
to retrieve all of the “dog” images based on one single
query “dog” images, which can only retrieve those
very strongly “dog” images similar to the query image
and inevitably lose other breeds of “dog” images. Evi-
dently, if more images of different “dog” can be used
as the query images in the retrieval, more relevant
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“dog” images will definitely be retrieved. Field-orien-
ted image retrieval methods use a so-called feature
template to represent the essential feature of an ob-
ject™* . However, one problem with the feature tem-
plate is that it lacks robustness to the feature variance,
since one template cannot cover all the necessary con-
tent features. The multi query example retrieval tech-
nique is an effective method to solve this problem.
Natsev and Smith"”' described the multi example re-
trieval technique in detail and studied methods for ac-
tive selection of query examples and query features.

Nastar et al. '

introduced a system named surfimage
which used a query-by-example approach for retrie-
ving images. The key issues of the multi query exam-
ple method include the selection of query examples
and the fusion of the retrieval results. In this paper, we
propose an auto-extended multi query examples ap-
proach to narrow the semantic gap. We make use of
the property of the recall-precision curve of a general
algorithm and the K-means clustering method to real-
ize the automatic selection of query examples accord-
ing to the distance of image features. Furthermore, we
also consider the fusion of the retrieval results. We it-
erate the traditional retrieval to each of the multi query
examples, which we call feedback retrieval. The ex-
periments demonstrate the feasibility and efficiency of
our proposed algorithm.

1 Principle of Auto-Extended Multi Exam-
ples Retrieval Technology

Most recall-precision curves of the current re-
trieval approaches have the following property: a low-
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er recall rate, for example between 0. 1 and 0. 3, often
relates with a quite higher precision rate, for example
about 0.9. It means that at the beginning of the re-
trieval result, most of the images are real relevant ima-
ges to the query image. They share similar image fea-
tures to the query image. At the same time, there exist
some differences among these features. That is the key
point for our proposed algorithm: the same parts of
these features guarantee that they are relevant images
to the query image while the different parts of the im-
age features provide us the opportunity to retrieve oth-
er possible relevant images. We just select proper ima-
ges from the beginning of the retrieval result to extend
the query image since they are probably the real rele-
vant images. Then we iterate the traditional retrieval
based on the multi query examples so as to retrieve
more relevant images.

The principle of our idea is illustrated in Fig. 1.
The initial query image ( represented by a circle in
Fig. 1) has features A and B whose proportions are
shown in the circle. The retrieved relevant images in
the initial retrieval list have features C, D and E etc.
apart from features A and B. We only need to select
proper images from the initial retrieval list as the multi
query examples and then conduct the retrieval again,
which we call the “first time feedback retrieval”. If
necessary, we can retrieve images for those retrieved
from the first time feedback retrieval, which we call
the “second time feedback retrieval”. Our proposed
auto-extended multi query examples retrieval approach
consists of the above two feedback retrievals. Through
the feedback retrieval, we will acquire new relevant
images such as the images denoted by the bold circles
in Fig. 1, which have different proportions of contents
features (we call them feature shift) from the images
in the initial retrieval. The shift of the image features
provides us the opportunity to find other relevant ima-
ges. Of course, such shift must be confined within
some restriction so as not to be too “far” away from
the query image. How to select proper images from
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Fig.1 Principle of the auto-extended multi query examples

the retrieval result and establish the final retrieval re-
sult will be discussed in the following sections.

2 Algorithm Descriptions

The auto-extended multi query examples approach
deals with the following two problems.
2.1 How to select images to build the multi query

images

In content-based image retrieval, the similarity is
determined by the distance D between the query im-
age O and image [ from the image database acoording
to the feature F.

D(I, Q) =d(F,.F,) (1)

The Euclidean distance is one of the most frequently
used distance methods. The most similar image to the
query image Q is the nearest one to it. In the experi-
ments, we find that the distance D maintains a certain
value especially for a group of strongly similar ima-
ges. As an example, we adopt the color feature repre-
sented by the HSV color histogram to retrieve images.

In Fig. 2, the retrieved images numbered from 2
to 7 are strongly similar and their distances to the que-
ry image 5. jpg maintain about 0. 7. The distances of
the images numbered from 8 to 15, which also have
similar appearances to each other, maintain about 0. 6.
Their distances to the query image 5. jpg are shown in
Fig. 3. Here, we adopt the histogram intersection matc-
hing method. So the more the distance approaches to
1, the more similar the image to the query image.
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Fig. 2 Retrieval result of the image named 5. jpg using
the HSV histogram
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Such a property of the recall-precision curve of a
general algorithm can be exploited to generate the
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multiquery examples. The followings are the details.

Step 1 Adopt the K-means clustering method to
extend the query image. Suppose there are M images
in the image database altogether and the retrieval re-
sult list L consists of N images determined by the fea-
ture distance D as in Eq. (3):

L={I]i=1,2,....N;N<M) (2)
D(1,Q) ={d;|j=1,2,...,N;N< M} (3)
We adopt the K-means clustering method to select
those images with a close distance to the query image
Q. The K-means clustering method is one of the most
frequently used clustering methods'”’. The K-means
clustering method classifies a vector X;(j =1,2, ..., n)
into K classes C,(i=1,2, ..., k) by minimizing an ob-
jective function. Here, we use the square-error objec-
tive function as in Eq. (4):
k
7= 2 I -m? (4)
= Ry
where m; is the mean of the class C;. We select m im-
ages from the initial retrieval list L as the multi query
examples Q,:
0y ={I,| f=m,m<N) (5)
where m is determined by a two-clustering operation
on D as in Eq. (6)
D(1,Q) ={d,.d, |m=2,3, ..,k
n=k+1,k+2,...,N} (6)
The objective function is
2
7= % ld-ml (7
where m, is the mean of the class C;(i =1, 2). Based
on the above analysis, the K-means clustering method
needs to cluster N images into two classes: the most
possibly relevant images and the not too relevant ima-
ges to the query image according to the distance D.
The most possibly relevant images will be used as the
multi query examples. Since the retrieval result list has
been sorted, the sequence number of the images in
both clusters is continual.

Step 2 Next, we will retrieve M images to each
image I, numbered K(K <N) in Q,, which we call
the first time feedback retrieval. Then we select s ima-
ges from the retrieved images to form the retrieval list
L,(1I;) related with image /.

LF( I, ) ={I|j=s5,s<N,K<N}  (8)
Ixe QF

where s is determined by Eq. (9). The K-means clus-
tering method classifies the distance D of the retrieved
N images to image I, into two classes. The reason
why we choose the two clusters operations is the same
as step 1.

D(IL1L,) ={(d.,d) | s=1,2,...,L;t=1+1,1+2,...,N}

(9)

Since we hope to acquire “new” images in the feed-

back retrieval, if after the first time feedback retrieval,

no new images are acquired and k<2, then for the im-

ages numbered within [3, N], apply the K-means

clustering method again as step 1. The meaning of the
“new” image is explained in section 2. 2.

Step 3

new images, so then we stop the feedback retrieval.

If k=, we still have not gained any

This is because the images too far away form the que-
ry image in L are possible irrelevant ones as illustrated
in Fig. 3. By the experiment, we find that n = [ N/2]
is proper.

Step 4 From the above analysis, we know that
those images close to the query image are possibly rel-
evant ones. Therefore, we select those retrieved ima-
ges numbered no more than § in the first time feed-
back retrieval result to conduct a second time feed-
back retrieval. By the experiment, we found that § =
[ N/4] is proper.

2.2 How to integrate the ‘“new” images into the
initial retrieval list

After we retrieve images to each of the the multi
query examples, we need to integrate them properly.
First, we compare them with the original retrieval re-
sult to determine the new relevant images and then in-
sert them into the initial retrieval result.

1) Select the new images /., by comparing the
images numbered from 1 to ¢ in the initial retrieval list
L with the images in the feedbck retrieval list L.

Lo (Iy) ={LNLy={LNLli=12 .8

j=s5t<N;s<N;K <N} (10)
where
IOV(M) k+j>10
t= 10 (11)
{10 k+j<10

r is a round off function, s is determined by Eq. (9), ¢
is proportional to the summation of K and j, which
guarantees that the comparison is conducted nearby
the neighborhood of image 7, see Eq. (10). New im-
ages may be different from the first M images in L.
2) Through feedback retrieval, we may get some
new images that are different from the images in the
initial retrieval list L. How can they be arranged into
the final retrieval result? As we know, in essence, the
content-based image retrieval is still dertermined by
the distance of the content features. At the same time,
the multi query examples used in the feedback retriev-
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al come from the initial retrieval list L. Therefore, the
should be inserted into the initial re-

new

new images [
trieval list L following the k-th image to form the re-
trieval list L' after the first time feedback retrieval.

ew (Ig) 1s obtained by
comparing L with L.(I) individually, the new images

3) Since the new image /

related with different query images I, may be dupli-
cate images. So we must filter them in L’ and keep the
images with a smaller sequence number.

For the new images generated from the second
time feedback retrieval, the integration is the same as
the first time feedback retrieval.

We summarize the key steps of our proposed au-
to-extended multi query examples approach as fol-
lows:

(D Use the K-means clustering method to select
proper images automatically from the initial retrieval
result as multi query examples;

) Retrieve images for each one of the multi que-
ry examples;

3 Re-use the K-means clustering method to se-
lect new images from the retrieved images in (2);

@ Integrate new images generated in (3) into the
final retrieval result.

3 Experiments

In this paper, 1 500 images including 18 catego-
ries of images ( rock, river, leaf, flower, cloud, car,
mobile phone, desk, gun, face, cat, dog, plane, shoes,
scenery, hand, lamp and teapot) downloaded from the
web site http: //photo. ayinfo. ha. cn/ are used in the
experiment.

We choose the HSV color histogram retrieval
method and the direction chain code retrieval meth-
0d™ in our experiment. The details of the color space
conversion from RGB to HSV can be found in Ref.
[9]. Our object is to verify the effectiveness of the au-
to-extended multi query examples approach for the
two retrieval methods. One of the retrieval details is as
follows:

1) The initial query image is named 5. jpg and its
initial retrieval result list with 40 images (N =40) is
shown in Fig. 2. According to the K-means clustering
method, the images numbered from 2 to 7 (s =2, 3,
..., 7) are selected as the multi query examples to be
used in the feedback retrieval, that is O, = {16. jpg,
22. jpg, 15. jpg, 20. jpg, 6. jpg, 27. jpg}.

2) Retrieve images for each image in the Q,. For
instance, when the query image is I, =16. jpg (K =
2), we apply the K-means clustering method to cluster

its retrieved images and obtain j=s=1,2, ..., 8. Then
the images numbered from 1 to 8 in L,(1,) are select-
ed to compare with the images numbered from 1 to 10
(for k+j<10,t=10) in the initial retrieval list L to
generate new images. The retrieved new image is
67. jpg and it should be inserted into the initial retriev-
al list L following the second image for K =2. After
the same processing as the other seven images, their
respective new images are as follows: [, (I,) =
{67.jpg). Lo (1) = (17. jpg}, L, (1) = {67. jpg,
19. jpg, 21. jpg, 31. jpg}, Ly (Is) = L, (1g) =
{58.jpg, 63. jpg}, L (1) =D, L., (Iy) ={58. jpg}.
Among them, 17. jpg and 31. jpg are completely new
images while 67. jpg, 19. jpg and 21. jpg have
appeared in the initial retrieval result L and they will
be moved ahead in L. Update L by inserting all the
new images into the corresponding position in L.

3) Filter the duplicated images in L' and keep the
one with the smallest sequence number.

4) There are five new images with sequence
number no more than 10 (§ = [N/4] =10) in L'
They are 67. jpg, 17. jpg, 19. jpg, 21. jpg and 31. jpg.
Then in the second time feedback retrieval, we need to
retrieve similar images to these images and obtain the
following new images: [, (67. jpg) = {21.jpg,
06. jpg, 19. jpg, 31. jpg, 9. jpg, 65. jpg}, .., (17. jpg)
= {8. jpg, 147. jpg, 22. jpg, 68. jpg, 134. jpg,
121. jpg, 7. jpg}, 1., (19. jpg) = {21. jpg, 67. jpg,
18. jpg, 10. jpg, 25. jpg}, .., (21. jpg) = {67. jpg,
19.jpg, 1. jpg. 9. jpg}, 1., (31. jpg) = {21. jpg,
19. jpg, 18. jpg, 147. jpg, 559. jpg, 69. jpg, 56. jpg}-

5) Insert new images obtained in step 4) into the
initial retrieval list L and filter them. The concrete pro-
cessing is the same as the first time feedback
retrieval.

Finally, the ultimate retrieval result after applying
the auto-extended multi query examples approach is
illustrated in Fig. 4. Evidently, the retrieval result in-
cludes more relevant images to 5. jpg than that in the
initial list shown in Fig. 2. The relevant images in-
clude 19 images (5. jpg, 16. jpg, 67. jpg, 21. jpg,
06. jpg, 19. jpg, 17. jpg. 8. jpg, 141. jpg, 22. jpg,
134. jpg, 121. jpg, 7. jpg, 15. jpg, 18. jpg, 25. jpg,
20. jpg, 6. jpg, 27. jpg) while in Fig. 2, the number is
9 (5. jpg, 16. jpg, 22. jpg, 15. jpg, 6. jpg, 27. jpg,
67.jpg, 21. jpg, 19. jpg) . Compared with the initially
retrieved flower images, our newly retrieved images
vary in the color and size of petals, for example some
scarlet flowers with larger size in Fig. 4.

There are two principles to evaluate a retrieval
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approach: the precision and the recall measures. Sup-
pose R(q) is the set of images relevant to the query ¢
and A(¢q) is the set of retrieved images. The precision
of the result is the fraction of retrieved images that is
truly relevant to the query ¢,
[A(g) [N |R(g) |

P= T (12

while the recall is the fraction of relevant images that

are actually retrieved,

[ACg) [N [R(g) |
R = (13)
[R(q) |
Fig. 5 illustrates the performance improvement of

the HSV histogram method and direction chain code
method using our auto-extended multi query examples
approach. The average retrieval performance has been
improved by above 10% for the HSV histogram meth-
od. Although for direction chain code method the pre-
cision is degraded when recall is less than 0. 3, the av-
erage retrieval performance has also been improved by
15% . Their performance improvement is evident,
which verifies the efficiency and feasibility of the au-
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Fig.5 Performance improvement using the auto-extended
multi query examples approach. (a) HSV histogram; (b) Di-
rection code

to-extended multi query examples approach. In the ex-
periments, we have the following observations:

1) When the initially retrieved images are very
strongly similar, it is difficult to find other new images
by the auto-extended multi query examples approach
for these images located very closely in the feature
space.

2) When the initially retrieved images are weakly
similar, by the auto-extended multi query examples
approach, the performance can be improved greatly.
The different parts of their features lead us to find
more new relevant images.

3) When there are very few relevant images in
the initial retrieval result, by the auto-extended multi
query examples approach, we have the opportunity to
retrieve more relevant images to improve the perform-
ance greatly. On the other hand, we may acquire sim-
ilar performance as the original approach if we cannot
find any new relevant images.

4 Conclusion and Future Work

The core of our proposed auto-extended multi
query examples approach is that it makes use of the
feature relations that exist among the relevant images
in CBIR. The experiment demonstrates that with this
approach, the retrieval ability of a simple feature such
as the color or shape can be improved and the seman-
tic gap can be narrowed to some extent.

Images with complicated semantics may have
very different appearance. If these images share no
mutual features completely, our proposed approach
does not work. So the semantics suitable for our ap-
proach cannot be too complicated. Yoon and Jayant'”!
give an example of two breeds of bear images, one of
which is a white bear and the other a black bear. If re-
trieved by color, it is difficult with our proposed meth-
od to find them since they are located far away in the
color feature space, especially when the database is
large. In future, we consider importing relevance feed-
back technology''” to point out the relevant images,
which breaks the limit of the feature distance.
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