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Novel registration algorithm for 3-D images captured
from multiple views of object surface
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Abstract: A novel algorithm of 3-D surface image registration is proposed. It makes use of the array information
of 3-D points and takes vector/vertex-like features as the basis of the matching. That array information of 3-D
points can be easily obtained when capturing original 3-D images. The iterative least-mean-squared ( LMS)
algorithm is applied to optimizing adaptively the transformation matrix parameters. These can effectively
improve the registration performance and hurry up the matching process. Experimental results show that it can
reach a good subjective impression on aligned 3-D images. Although the algorithm focuses primarily on the
human head model, it can also be used for other objects with small modifications.
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Physical 3-D objects occlude themselves. To capture the full geometry of a moderately complicated object may
require as many as a dozen of 3-D images from different views. Therefore, registration is the necessary step in crea-
ting an integrated 3-D model of an arbitrary 3-D object from multiple 3-D images. This registration step currently
relies on accurate mechanical positioning devices, or on manual processing. The idea of using the 3-D image itself to
perform the registration automatically is attractive. ICP'" is a general-purpose, representation-independent method
for an accurate and computationally efficient registration of 3-D images including free-form curves and surfaces. It
uses a mean-square distance metric which converges monotonically to the nearest local minimum. But it requires
that every point on one surface has a corresponding point on the other surface. 3-D images captured from multiple
views cannot satisfy such a constraint. Some methods re-triangulate each range image, and then attempt to match the
triangulations. The difficulty is that the resolution of the triangulations is selected heuristically and the matching
process is rather complex'” . It has been extended to include the nonlinear optimization and robust estimation tech-
niques to minimize the registration error. Rusinkiewicz et al. used a real-time ICP variant by assuming that the rela-
tive motion between two consecutive range images in the acquisition is small”’. Roy-Chowdhury et al. proposed a
technique for the registration of two images of a face obtained from different viewing angles by matching two-di-
mensional (2-D) shapes of the different features of the face'*. Other methods to register 3-D images without any
approximately correct initial transformation such as Ref. [5] must be based on enough common corner-like feature
points and must be accompanied with 2-D intensity images to compute the fundamental and the essential matrix.
The problem is that the above limitations and their complex calculation cannot be satisfied in most 3-D capturing
applications.

1 Algorithm Description

In this paper, we propose a simple way to automatically register multiple 3-D images. It is based on only two
facts in 3-D capture as follows: First, there is some overlapping area between every two 3-D images captured from
adjacent views of the object. Secondly, there is a character of stochastic curvature variance on the overlapping area
so that there will be unique optimal position for adjacent 3-D images matching exactly. They are easily satisfied in
3-D observation of a natural object and also the basic requirements of other data-based 3-D image registration
schemes. Our algorithm uses vector/ vertex-like features as the basis of the matching process because an important
indication for the registration is the coincidence of both vectors and vertices of the corresponding surface cells.
When being captured, the sample points of the 3-D image can be originally organized in a 2-D array. That means,
for any point P on the 3-D image surface, we can determine immediately which point is next to point P and which
points are around point P. This will remarkably speed up our matching process.

The registration algorithm has its input of a sequential of overlapping 3-D images captured from different
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views of a physical object. The output is a sequential of the relative 3-D transformation that converts each 3-D im-
age to a common coordinate system. The algorithm is as follows:

(D Let A, B, C, ... be a 3-D image respectively one by one. Set the common coordinate system to that of one 3-
D image, for example: A;

) Locking the position of A, register B to align with A. We can get the transformation R, T, as the result (The
matching step will be described in more detail next);

@ Locking the position of A and B, register C to align with B or A, we get the transformation R ., T .. Do the
same operation on D, E, ... to register them one by one and get the transformation R,, T, R, T, ....

2 Matching Process

Let A, B represent two adjacent 3-D images respectively. Locating A, the matching process will find out an
optimal transformation R, and T, for B to align with A. Matching process can be described as follows:

Step 1 Divide A into plane cells in the form of triangles. Define G, and V, is the set of plane cells and the
set sample points of A, respectively. Define g, v, is an element of G, and V,, respectively. We have g, e G,, v,
e V,. Because the points of A are organized as 2-D array, we can note g, as g,(i,j) and v, as v,(p, q).

Step 2 Doing the same processing on B, we get G, V,, g,(i,j), v,(p,q) and g,(i,)) € Gz, v,(p, q) € V.

Step 3  Set the initial transformation matrices to be R and T

cosgpcosf singcosf - sinf
R =| - sinpcos¢ + cospsinfcosd  cospcose + singsinfgcosp  cosgsing |,  T={(T,T, T}
singsing + cosgsinfcosd — cosgsing + singsinfcos¢  cosfcosp

where ¢, 6, ¢ are the angles revolving about axis x, y, z, respectively; T,, T,, T, are the translation along axis x, y
and z, respectively. The initial R and T can be created crudely and interactively by aligning B with A on comput-
er-screen.

Step 4 Set AT, and Aa, to be the initial increment of transformation matrix, D to be the maximum distance
between vertex and its corresponding plane cell, A¢,;,and Ae,

Step 5 Transform B: B=RB +T.

Step 6 For every p, g that the vertices v,(4p, 4¢g) € V, on surface B, search one plane cell g, (i,j) € G,
which is the closest to v, (4p, 4q) within the distance D. Because only 1/16 of total vertices of V, involved in
matching process, the calculation complexity is reduced to 1/16 of that using all vertices. Let V5, G, be the sub-
sets of V, and G, respectively whose elements have been matched in the above matching process. Assume that M
is the number of elements of both above subsets. Because only 1/16 vertices of V, take part in matching process
and only a small part of vertices can be found the closest g, within the distance D, M is far less than the element
number of V, and G,.

Step 7 Let v, be one element in V}, g, be its corresponding plane cell of G}, d; be the distance between v,

to be the least increment.

min

and g, , v, be the vector of g, , v, be the mean vector of 4 triangle plane cells in G, whose vertex is v, , where
i=1,2, ..., M. Calculate

1 « 1 «
dp :M;dﬂ dv :M; ||v4i _vB,‘H

Step 8 Use the LMS algorithm as the following to calculate each element of R and T

ad, ad, ad,

01 =6, —Ad, 90° foT :d)k_Advg’ Prrt =@ ~Ad, o
ad, od, od,

Xeal Txk _Adp TT; Tyk+1 - T-"‘k _Adp BT"),’ Tzhl - TZk _Adp aiT;

until d, and d, are less than a threshold or k is equal to a given number. Because d, and d, represent the average
value of difference between two corresponding points and two responding vectors respectively, the threshold of d,
can be set as about 1/100 of the distance between two adjacent points in 3-D data matrix, and the threshold of d,
can be set as about 1/100. A is a constant factor.

3 Experiments

Fig. 1 is a 2-D image of a human head model. Fig. 2 shows the 3-D images captured from three views of the
real model. Fig. 3 shows the integrated 3-D image after registration. We use the OpenGL tool to display the 3-D
data. Fig. 3 is the integrated 3-D image after aligning the three 3-D images which are the 3-D images captured
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from three views (Fig.2(a) is of the left view, Fig. 2(b) is of the right view and Fig. 2(c) is of the top view. )
of the human head model shown in Fig. 1. There is no obvious imprint on the connective areas among different
views. Compared with the distances measured on the real model by the point-point instrument, the final error of
whole registration process is 0. 2 percentage compared with the real model. The maximum error is about 0. 3 mm.

(a) (b) (¢)
a human head Fig.2 3-D images captured from three views of human head model image

Fig.1 2-D image of Fig.3 Integrated 3-D

4 Conclusion

In this paper, we present a simple way to automatically align multiple 3-D images based on two facts in 3-D
capture. The prior information can be easily obtained when capturing original 3-D images. The algorithm uses
vector/ vertex-like features as the basis of the matching process because an important indication for the registration
is the coincidence of both vectors and vertices of the corresponding surface cells. These remarkably improve the
registration performance and hurry up the matching process. An application of this method to the 3-D model regis-
tration of a human face is demonstrated.
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