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Abstract: In principal component analysis (PCA) algorithms for face recognition, to reduce the influence of the

eigenvectors which relate to the changes of the illumination on abstract features, a modified PCA ( MPCA)

algorithm is proposed. The method is based on the idea of reducing the influence of the eigenvectors associated

with the large eigenvalues by normalizing the feature vector element by its corresponding standard deviation.

The Yale face database and Yale face database B are used to verify the method. The simulation results show

that, for front face and even under the condition of limited variation in the facial poses, the proposed method

results in better performance than the conventional PCA and linear discriminant analysis (LDA) approaches, and

the computational cost remains the same as that of the PCA, and much less than that of the LDA.
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Statistical techniques have been widely used for
face recognition and facial analysis to extract the ab-
stract features of the face patterns. Principal component
analysis ( PCA)'"' and linear discriminant analysis
(LDA)'™ fall into this category. Compared to the
PCA method, the computational cost of the LDA is
much higher " .

The simulations in Ref. [2] show an improved
performance using the LDA method when compared to
the PCA approach. However, the work contained in
Ref. [5] demonstrates that the PCA might outperform
the LDA when the number of samples per class is
small, and in the case of a training set with a large
number of samples, the LDA still outperforms the
PCA. In this paper, we only consider the case of a
training set with a large number of samples. Pentland et
al.'” have empirically shown that the results of superi-
or face recognition can be achieved when the first three
eigenvectors, which are associated with the first three
largest eigenvalues, are not included (because the first
three eigenvectors seem to represent the changes in the
illumination) . However, it has been demonstrated in a
recent study'”’ that the elimination of more than three
eigenvectors will, in general, worsen the results, due to
the loss of some useful information. In this paper, we
present a modified principal component analysis ( MP-
CA) method, which is based on the idea of reducing
the influence of the eigenvectors associated with the

Received 2005-07-26.
Biography: Luo Lin (1969—), female, doctor, associate professor,
luolin@ seu. edu. cn.

changes in the illumination. The simulation results
show that our method leads to an improvement in the
recognition performance in contrast to the traditional
PCA and the LDA, and does not increase the cost of
computation.

1 Reviews of the PCA Algorithm

Consider a training set with the following parame-
ters: the face training set has M images x, e R”,i =1,
2, ..., M, belonging to N subjects (classes), and D is
the number of pixels in the image. The total scatter ma-

M
trix Sy € R”*” is defined as S = ) (x; —u) (x; —p) "
i=1
= AA", where yu is the global mean image of the
M
training set, computed by ( Ex,. )/M, and A =
i=1

[x, ~p X, —p Xy —p] e R”Y.

The aim of the PCA is to identify the subspace of
the image space spanned by the training object image
data and to decorrelate the pixel values. This can be
achieved by finding the eigenvectors W, of the matrix
S associated with the nonzero eigenvalues A by
solving the problem of the eigenstructure decomposi-
tion, S; W

pca

= WA, where the eigenvectors form the
feature subspace.

However, a direct computation of S; is impractical
because of the large size (D x D) of the images. In the
original image space, the number of training samples is
usually less than the dimension of the image (M < D),
and only M — 1 meaningful eigenvectors are useful.
Thus we can construct the matrix R =A"4 ¢ R"Y*™ and
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obtain the eigenvectors V.., e RY*" by solving the

pca

eigenstructure decomposition, RV, =V A, where A
=diag{Ag, Ay, oo A, JeRTT (A=A, =024, ),
A, (i=0,1,...,r—1) are the nonzero eigenvalues of R.
Then the PCA subspace W, is formed by multiplying
ie., W =

pca

the matrix A with the eigenvectors V

pea®
AVpcaA'%,where W, =[we, Wy ...y w1 eR”,
and its column vectors w,(i =0, 1, ..., r — 1) associated
with the eigenvalue A; are orthonormal. Therefore, the
feature vector y of an image x is acquired by projecting
x into the coordinate system defined by the PCA sub-

space, where y =W, (x —p1).
2 MPCA Algorithm

In this section, we will analyze the probability
characteristics of the feature vectors of the training set
in the PCA eigenface subspace. We project the central-
ized training face images denoted by the vector X, =x;
—pm into the PCA eigenface subspace and obtain the
feature vector y, of the training image as

J’;:Wgcaf[ :{yi()’yi]""’yi(r—l) }T (1)
Thus, x; can be expressed as a linear combination of the
basis vectors of the PCA subspace:

r-1
X, = > yw i=12..M (2)
j=0

where M is the number of samples in the training set,
and the coefficients y,, y;, ..., ¥,,_,, are uncorrelated.
The second order moment of the feature vector y; is
evaluated by
Elyy] =W, 5:W,, =A (3)

It can be easily observed that the variance of the j-th
element of the feature vector y, is the j-th eigenvalue;
ie., Ely,y,1 =A,(j=0,1,...,r=1).Since Ay =2, =
...=A,_;, we have

Elyoyol ZElyayul = ... ZE[yi, 1y Yi,-y)] (4)
From Eq. (4), we can see that after the projection of
the training images into the PCA eigenface subspace,
the variances of the different elements in the feature
vector are ordered as in Eq. (4). The variance of the
elements associated with the eigenvector, which corre-
sponds to a large eigenvalue, is also large. Thus, when
we use the eigenvectors to express X;, the eigenvectors
related to the large eigenvalues have more impact on
the feature vector elements. However, the eigenvectors
associated with the largest eigenvalues are empirically
regarded as representing the changes in the illumina-
tion. Therefore, the influence of the illumination should
be reduced before we use these eigenvectors to calcu-
late the feature space.

In our MPCA approach, we reduce the influence
of the eigenvectors corresponding to the large eigenval-
ues by normalizing the j-th element y; of the i-th fea-
ture vector y, with respect to its standard deviation,

ﬁ . Hence, the new feature vector y; is rewritten as

, ={ Yo Ya Yicr-1) }T (5)

y: s s eees
o VA VA

These normalized feature vectors are used to construct

a new feature subspace as explained below.

The steps of the MPCA algorithm which is based
on the conventional PCA are as follows:

(D Get training set data matrix X, and test set da-
ta matrix X, from the face database;

) Calculate global mean g, centered data A =X,
—m, covariance matrix R =A"A, the Jacobi decomposi-

tion of R, and the eigenface space
1

W,..=AVA™? (6)

(3 Calculate the projection of training set P, =
WFTM(XTr —-p) and the normalizing feature vector

P =PiA )

(@) Calculate the projection of testing set P, =
W;m(XTe —p) and the normalizing feature vector

P =PiA? (8)

(5 Calculate the Euclidean distance classifier d;; =

/(p'}e -p"l)(p't. —=p's.) , where i is the number of
testing images, j is the number of training classes;

(6) Calculate the receiver operation characteristics
(ROC).

In the traditional PCA algorithm, after projecting
the training and testing sets into the eigenface space,
the feature vectors are used to compute the correspond-
ing Euclidean distance. In our approach, we first nor-
malize the feature vectors by the square root of the cor-
responding eigenvalues; these are shown as Eq. (7) and
Eq. (8). We then calculate the distance between the
training and the testing images. In the actual pro-
gramme, the normalization Egs. (6) to (8) are com-
bined into one step, W, ., =AV, A ', The remaining
steps are the same as in the case of the conventional
PCA. In the next section, simulations are carried out
based on different face databases using the convention-
al PCA, LDA and the proposed MPCA, and the results
are analyzed.

3 Simulation Results

Two face databases are used in our simulations,
namely, the Yale face database and Yale face database
B. The Yale face database contains 165 grey scale ima-
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ges of 15 individuals in the GIF format. There are 11
images per subject, one for each different facial expres-
sion or configuration. The size of each image is 243
pixels (width) x 320 pixels (height), and the sample
images are shown in Fig. 1.
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Fig.1 Sample images of the Yale face database

The Yale face database B contains 5 760 single
light source images of 10 subjects each seen under 576
viewing conditions (9 poses x 64 illumination condi-
tions) . For every subject in a particular pose, an image
with ambient ( background) illumination is also cap-
tured. Hence, the total number of images is actually
5760 + 90 =5 850. The acquired images are 8 bit
( grey scale) PGM raw format. The size of each image
is 640 pixel ( width) x 480 pixel (height), and Fig. 2
shows the sample images.

Fig.2 Sample images of the Yale face database B

There are various facial expressions and illumina-
tion conditions in the Yale face database. For our sim-
ulations, the protocol combined with “leave-one-out”
(LOO) strategy and rotation is used. The original im-
ages are registered and cropped into size of 50 pixel
(weight) x 60 pixel (height) without photometric nor-
malization. The minimum distance classifier based on
the Euclidean distance is applied as the matching
scheme in this study.

The simulation results are presented in terms of
the receiver operating characteristics to show the rela-
tionship between the false rejection (FR) and false ac-
ceptance (FA) as a function of the decision thresh-
old. Fig. 3 depicts the ROC curve of the face recogni-
tion experiments on the Yale face database. Tab. 1
gives a summary of the results for the equal error rate
(EER) point on the ROC curves, where the EER
point is the decision boundary with the trade-off FA
equalling FR. It can be easily seen from Fig.3 and

Tab. 1 that the MPCA algorithm achieves the best per-
formance among the three algorithms, namely, the
PCA, LDA and MPCA.
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Fig.3 ROC curves on the Yale face database

Tab.1 EER of face recognition experiments on the
Yale face database

Algorithms PCA LDA MPCA

EER/% 9.52 1.82 1.21

In the Yale face database B, the facial poses and
illumination conditions are changed. All the images
are registered and cropped into a size of 50 pixel
(width) x 60 pixel (height). Due to the large scale
variation in the illumination conditions, the histogram
equalization procedure is used to reduce the influence
of the illumination prior to the application of the rec-
ognition algorithms. For every training and testing set,
45 images (for which the illumination azimuth and el-
evation angles are less than 70°) are selected from 65
original images per pose set. Pose 0 is the frontal
pose, and poses 1, 2, 3,4, and 5 are about 12° from
the camera optical axis (i. e., relative to pose 0),
while poses 6,7, and 8 are approximately 24° from the
camera optical axis. We choose poses 0,1,2,3,4,5 as
the training and testing sets in our simulations.

Fig. 4 shows the ROC curves of the face recogni-
tion simulations on the Yale face database B, where
pose O set is used to be the training set in all the simu-
lations, and poses 1,2, 3,4 and 5 are the testing sets
corresponding to Figs.4 (a) to (e), respectively.

The EER for all the simulations on the Yale face
database B are given in Tab. 2. The first row contains
the results on the pose 0 set, where the ‘“leave-one-
out” procedure is adopted. The remaining rows corre-
spond to the results with respect to poses 1,2,3,4,5,
respectively. Fig. 4 and Tab. 2 clearly show that the
MPCA approach performs substantially better than the
conventional PCA and LDA methods, even under the
condition of limited variation in the facial poses.
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Fig.4 ROC curves on the Yale face database B for different poses. (a) Pose 1;(b) Pose 2; (c) Pose 3;(d) Pose 4; (e) Pose 5

Tab.2 EER of face recognition experiments on the

Yale face database B %
Pose PCA LDA MPCA
0 8.98 0. 00 0. 00
1 7.70 2.00 1.58
2 8.51 4.20 3.21
3 11.34 6. 84 6. 84
4 16. 88 13.42 10. 48
5 13.39 5.01 3.59

Since in the actual program, we combine Eqgs.
(6) to (8) into one equation, it is very clear that the
computational cost of the method proposed is the same
as that of the classical PCA algorithm, and is much
lower than that of the LDA algorithm.

4 Conclusion

In this paper, an MPCA algorithm is proposed for
the face recognition. In the proposed algorithm, we re-
duce the influence of the changes in the illumination
by reducing the influence of the eigenvectors associat-
ed with large eigenvalues. In our study, we have com-
pared the MPCA with two conventional algorithms,
namely, the PCA and LDA. The results obtained show
that the MPCA algorithm leads to a better perform-
ance compared to the conventional PCA algorithm
without increasing the computational cost. It also out-
performs the LDA, with a much lower computational
cost than the LDA.
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