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Abstract: To discuss further the dependence of stochastic resonance on signals, nonlinear systems and noise,

especially on noise, the binary input signal buried in Gaussian mixture noise through a nonlinear threshold array

is studied based on mutual information. It is obtained that Gaussian mixture noise can improve the information

transmission through the array. Both stochastic resonance (SR) and suprathreshold stochastic resonance ( SSR)

can be observed in the single threshold system and in the threshold array. The parameters in noise distribution

affect the occurrence of SR and SSR. The efficacy of information transmission can be significantly enhanced as

the number of threshold devices in the array increases. These results show further the dependence of SR and

SSR on the noise distribution, and also extend the applicability of SR and SSR in information transmission.
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Sometimes, noise can improve signal processing or
signal transmission. This phenomenon is called stochas-
tic resonance (SR)'"". Most studies of SR usually in-
volve a subthreshold signal (signals cannot cross the
threshold without the assistance of noise) through a
single nonlinear system. The nonlinear system can pro-
duce a stronger beneficial response with the addition of
noise'' ~*. Very recently, suprathreshold stochastic res-
onance (SSR) was introduced through a parallel array

of threshold devices” ™"

. Without noise, the supra-
threshold signal (signals can cross the threshold with-
out the assistance of noise) usually elicits the same
output from each of the threshold devices. However,
when different noises are independently added on every
device of the array, every device will produce a distinct
response. When all these responses are summed up, the
global response can be more efficient than the response
in each of the threshold devices. SR and SSR are two
distinct forms of improvement by noise. SR and SSR
are usually characterized by signal-to-noise ratio
(SNR), mutual information ( MI), cross-correlation co-
efficient (CCC), and so on!" ™" Here, we discuss fur-
ther SR and SSR in information transmission based on
MI through the parallel array for Gaussian mixture
noise. Both SR and SSR can be observed not only in
the single threshold system but also in the array. The
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parameters in noise distribution affect the occurrence of
SR and SSR. The efficacy of information transmission
can be significantly enhanced as the number of thresh-
old devices in the array increases. These results show
further the dependence of SR and SSR on noise distri-
bution and also extend the applicability of SR and SSR

in information transmission.

1 An Array of Threshold Devices and Mu-
tual Information

An array of N threshold devices is considered.
When N =1, the array is a single threshold system. A
noise 7;, independent of the input binary signal x e {0,
1}, can be added to x before quantization by the thresh-
old device i, which is with a threshold level u,. This
gives the output y, =T(x +n;, —u;), i =1,2, ..., N,
where T(x) =1 if x>0 and is zero otherwise. We con-
sider that the noises (i =1,2, ..., N) are mutually in-
dependent and identically distributed. The response of

the array is obtained by summing up the outputs of all
N

the devices y = z y; - Such conditions, with arrays of
i=1

threshold devices, are especially relevant for existing

and future multi-sensor networks having to cope with

limited time and resources for data processing, storage,

[91

communication, and energy supply . Because thresh-

old distribution has little effect on the performance of

[13]
b

the array, especially at larger noise intensity we

now also assume that all the thresholds share the same
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value u, as in Refs. [9 — 13]. By similar discus-

- [9-12 . .
sion'” "', the average mutual information / can be
written as

I =H(y) —H(y|x) =

- ZP(y =n)log,P(y =n) -

[—Zp(x=k)zp(y=n\x=k)-

log,P(y =nlx =k | =
- ZP(y =n)log,P"(y =n) -

{—NZP(x =0 Y POy, =jlx=h -

log,P(y, =jlx = | (1)

where H(y) is the information content (or entropy) of
y and H(y | x) can be interpreted as the amount of en-
coded information lost in the transmission of the sig-
nal; P(x =k) is the probability of input signal x; P(y
=n|x=k) and P(y, =j | x =k) are conditional proba-
bilities; P(y =n) is the probability of the output y,

P(y =n) = 3 P(x =Py =nl|x =k
Ply =nl|x =k) =
(;V)P"(yi =1lx =P"(y, =0|x =k

P (y =m =P =1
W

N
) is the binomial coefficient.

where (
n

2 SR and SSR

Given the probability density function (PDF) of
the threshold noise, we can derive P(y,; =j | x =k) and
then discuss the effect of noise on mutual information
1. To demonstrate various conditions where the mutual
information / can be improved by adding noise 7,, we
consider the case where 7, is chosen in the class of
Gaussian mixture noise with PDF:

) ! (x —m)®
(1 - aexp —ZEZJ_’"ZE) ) |
oco=ml<a<l1 (2)

When the parameter m =0, the Gaussian mixture noise
is just the Gaussian noise. Gaussian mixture noise is
widely used to model ocean acoustic noise and has

been discussed in the research of SR "', Because the
parameter « only affects the efficacy of information
transmission and does not affect the occurrence of SR
and SSR, we can choose « =1/2. We then have

u-m ) N

/2(0_2 _ mz)

P(yi=0\x=0)=%+%[erf(

erf(z(b;:’inz)) ]

P(y, =1|x=0) =%—%[erf(

erf(mim)]

V2(o =m?)

P(yi=0\x=1)=%+%[erf(

u-—-m
2(0" -m’) ) "

u-1-m )+

V2(o? =)

erf( u-1+m )]
2(0” -m’)

Py =1 Lx=l) =~ [e (2212 )

tem ),

V2(o® -m?)

Figs. 1 to 4 show variations of the mutual infor-
mation / of Eq. (1), as a function of the noise intensi-
ty (root-mean-squared (rms) amplitude) o of the
threshold noises 7, in some typical conditions: m =2
and P(x=0) =0.5.In Fig. 1 (N=1) and Fig.2 (N =
20), with the increase of threshold level, not only in
the single threshold system but also in the array, SSR
and SR occur for © =0.5 and u =1.5. SR disappears
for u =2 and u =3, and SR occurs again for u =3. 1
and u =3. 3. SSR existing in a single threshold system
is not observed in previous references'” ~'*'. Fig. 1 and
Fig. 2 also show that the array can dramatically im-
prove the efficacy of information transmission. Fig. 3
and Fig. 4 show the relation of SR or SSR with the
noise parameter m in the single threshold system for
two representative threshold levels ( subthreshold and
suprathreshold for input signal) . When the input signal
is suprathreshold (u = 0.5), Fig. 3 shows that SSR
does not exist for m =0 and m =0. 5. But SSR occurs
for m =1 and m =2. When the input signal is sub-
threshold (u =1.5), Fig. 4 shows that SR occurs for
m =0, SR disappears for m =0.5 and m =1, and SR
occurs again for m =2. For the Gaussian noise (m =
0), when the signal is subthreshold, SR exists. Howev-
er, when the signal is suprathreshold, SSR does not
exist. This result agrees with previous results about
SR ¥ and may be generalized to unimodal noises.
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Fig.1 Mutual information / in the single threshold sys-
tem for different threshold levels u
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Fig.2 Mutual information / in the array of 20 threshold
devices for different threshold levels u
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Fig.3 Mutual information / in the single threshold sys-
tem for different parameters m (u =0.5)
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Fig.4 Mutual information / in the single threshold sys-
tem for different parameters m (u =1.5)

3 Conclusion

In this paper, we discuss mutual information in a
parallel array of threshold devices (especially, when N
=1, the array is a single threshold system), the input
is a discrete binary signal and the threshold noise is
Gaussian mixture noise. Both SR and SSR can be ob-
served not only in the single threshold system but also
in the parallel array. The parameter in noise distribu-
tion affects the occurrence of SR and SSR. The effica-
cy of information transmission can be significantly en-
hanced as the number of threshold devices in the array
increases. Some of the above results are similar to pre-
vious results about SR" ™. And some results are not
observed in previous references, especially, that SSR
exists in a single nonlinear system. These results show
further the dependence of SR and SSR on noise distri-
bution. The effect of SR or SSR may be brought by
noise, signal and nonlinearity, and especially by the
cooperative action of the three.
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