Journal of Southeast University ( English Edition)

Vol. 22, No. 2, pp. 169 — 175

June 2006 ISSN 1003—7985

Heuristic feature selection method for clustering

Xu Junling'  Xu Baowen"’

Zhang Weifeng'*

Cui Zifeng'

(" School of Computer Science and Engineering, Southeast University, Nanjing 210096, China)
(* State Key Laboratory of Software Engineering, Wuhan University, Wuhan 430072, China)

(*College of Computer, Nanjing University of Posts and Telecommunications, Nanjing 210003, China)

Abstract: In order to enable clustering to be done under a lower dimension, a new feature selection method for

clustering is proposed. This method has three steps which are all carried out in a wrapper framework. First, all

the original features are ranked according to their importance. An evaluation function E(f) used to evaluate the

importance of a feature is introduced. Secondly, the set of important features is selected sequentially. Finally, the

possible redundant features are removed from the important feature subset. Because the features are selected

sequentially, it is not necessary to search through the large feature subset space, thus the efficiency can be

improved. Experimental results show that the set of important features for clustering can be found and those

unimportant features or features that may hinder the clustering task will be discarded by this method.
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Feature selection is an important task in data
analysis. It is useful to limit redundancy of features,
promote comprehensibility, and find clusters (or struc-
tures) hidden in high-dimensional data'. However,
most research available is related to supervised learn-
ing, and little attention has been paid to unsupervised
learning. Clustering is a form of unsupervised learning
24 1t makes

objects in the same cluster similar to each other and

which clusters similar objects together

objects in different clusters dissimilar to each other.
Objects are always represented as points in data space,
and the similarity between two points is calculated by
their features. Most clustering methods available have a
presumption that every feature has the same importance
to clustering, or they do not discriminate different fea-
tures”’ . In fact, an important feature can help to form
clusters, improve the quality of clusters, but unimpor-
tant features may have no effect on clustering or even
affect the clustering algorithms adversely. That is why
many clustering algorithms cannot handle high-dimen-
sional data well. However, in practical application, data
mining always concerns high-dimensional data sets, so
selecting a feature subset to represent the data and clus-
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tering on it is an effective method to solve the above
mentioned problem. Using the set of important features
to represent the whole data can enhance the under-
standability of clusters, and the removal of unimportant
features can improve the efficiency of clustering, and
can reduce the size of data storage.

1 Related Work

According to whether the feature selection process
depends on the induction algorithm which ultimately
uses the selected features, the feature selection meth-
ods for supervised learning are divided into two types
(filter vs. wrapper)'® . Filter models are independent of
concrete induction algorithms and they employ some
metric dependent on intrinsic properties of the data. On
the other hand, in the wrapper model, the feature selec-
tion algorithm works as a wrapper around the induction
algorithm. Different feature subsets are evaluated by
using the induction algorithm as a black box over the
training data in order to obtain performance estimation.
In unsupervised learning, we use clustering algorithms
instead of induction algorithms.

In the past one or two decades, a number of
methods for feature selection for clustering have been
proposed, most of which are wrapper models, and few
filter methods have been proposed in Refs. [7 —8]. The
characteristic of the filter model is its fast processing
speed, and the wrapper model needs more time because
of its calling clustering algorithms repeatedly, and it
should be rerun if one wants to change for another
clustering algorithm. But the wrapper model can often
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achieve better results than the filter model, because the
bias of the clustering algorithm is considered during the
process of selecting features.

Wrapper methods can be categorized based on
whether they select features for the whole data ( global
type) or just for a fraction of the data in a cluster (lo-
cal type) ™. Methods proposed in Refs. [3,9] are both
local wrapper methods. In Ref. [9], the projected clus-
tering finds subsets of features important for (or used
to define) each cluster. It first uses a k-medoid cluste-
ring algorithm to find clusters considering all features
(using all features to represent the data) and then finds
the most important features for each cluster using Man-
hattan distance. The algorithm called CLIQUE in Ref.
[3] automatically finds subspaces of the highest dimen-
sionality such that high-density clusters exist in those
subspaces. It first divides each dimension into user giv-
en divisions, and then starts with finding dense regions
(or clusters) in one-dimensional data and works up-
ward to find j-dimensional dense regions using candi-
date generation algorithm Apriori '".

Examples of global methods are presented in
Refs. [5,11 — 14]. The method described in Ref. [11]
uses a k-means clustering algorithm for evaluation of
feature subsets. In Ref. [ 12], expectation-maximization
(EM) and trace measure are used for evaluation. It also

provides visual aids for the user to decide the optimal
number of features in the feature subset. Ref. [ 13] ap-
plied sequential forward and backward search. To eval-
uate each candidate subset, they measured the category
utility of the clusters found by applying COBWEB (a
hierarchical clustering algorithm) in conjunction with
the feature subset. Ref. [ 14] applied “blind” (similar to
the filter) and “feedback” (analogous to the wrapper)
approaches to COBWEB, and used a feature depend-
ence measure to select features. But all those methods
mentioned above need to search for the important fea-
ture subset through the large feature subset space, and
thus decrease its efficiency. The approach described in
Ref. [5] is a two-step method, it first ranks and then
selects a subset of important features, but the feature
subset acquired may contain redundant features. How-
ever, those disadvantages can be overcome by using
our method.

Our method has three steps. First, we rank all the
original features according to their importance. An
evaluation function E(f) used to evaluate the impor-
tance of a feature is introduced. Secondly, the set of
important features is selected. Finally, the possible re-
dundant features are removed from the important fea-
ture subset. These three steps are all carried out in a
wrapper framework as shown in Fig. 1.
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Algorithm Rank
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Fig.1 Feature selection method for clustering ( wrapper model)

2 Evaluation of Feature Importance

To make the description more brief, the notations
used in this paper are as follows: n is the number of
the objects in the data sets, n; is the number of the ob-
jects in cluster i, ¢ is the number of original features, k
is the number of clusters, f or F, represents a feature, m;
is the mean of cluster i, m, is the value of the mean of
cluster i on feature p, 0,
ture p, and E(f) is the function value on the impor-

is the value of object j on fea-

tance of feature f.
In a single-dimensional data set, clusters can be

formed if the single feature takes values in separate
ranges. In a multi-dimensional data set clusters can be
formed from a combination of feature values although
the single features by themselves alone may take uni-
form values' . That is to say, even if many related fea-
tures are unimportant singly, they may become signifi-
cant when combined together, so the evaluation of the
feature importance should take the relationship of those
features into consideration.

To evaluate the importance of features, we intro-
duce a novel measure as follows. First, a feature f is
used each time to represent the data and the data set is
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divided into k clusters by using the fuzzy k-means clus-
tering algorithm (in fact, the fuzzy k-means clustering
algorithm used in this paper can be replaced by other
clustering algorithms, as long as they are based on dis-
tance), supposed to be C,, C,, ..., C,, and the mean of
each cluster is calculated, supposed to be m,, m,, ...,
m,. Then the intra-cluster similarity in each cluster and
the inter-cluster dissimilarity are calculated, the former
represented by the sum of the distance from each point
to the mean of the same cluster, and the latter represen-
ted by the distance from the mean of one cluster to that
of its nearest neighbor. Finally, the E(f) value of the
feature f is calculated according to Eq. (1).
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In Eq. (1), the numerator represents the intra-clus-
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ter similarity, while the denominator represents the in-
ter-cluster dissimilarity, and E(f) is the weighted sum
of the ratio between the numerator and denominator of
every divided cluster, i. e., the weighted sum of the
ratio between intra-cluster similarity and inter-cluster
dissimilarity, representing the quality of clusters when
using feature f to represent the data and clustering. The
smaller the E(f) value of feature f is, the better the
clustering result achieved by clustering based on it will
be, that is, the more important it will be, otherwise, its
importance will not be so significant.

It seems that the evaluation function E(f) in Eq.
(1) considers a single feature each time while
neglecting the relationship between those features. In
fact, such a relationship is actually taken into consider-
ation in E(f) as illustrated in Fig.2.

In Fig. 2(a), the values of the two features are
uniformly distributed, and clustering on any single fea-
ture proves to be not so good. On the contrary, cluste-
ring in a two-dimensional space combined by feature
F, and F, turns out to be of high quality. On the other
hand, in Fig.2(b), the two features are also uniformly
distributed, but clustering neither in the one-dimension-
al nor in the two-dimensional space is ideal. Now we
calculate E( F,) in Fig.2(a) and that in Fig. 2(Db).
Here, the means of clusters are marked as dots. From
Eq. (1), it can be seen that the greater the denomina-
tor, the farther the distance between clusters, and hence
possibly the better the quality of clustering. Here, the

distance between clusters in Fig.2(a) is about J2 times
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Fig.2 Related features and unrelated features. (a) Two re-
lated features; (b) Two unrelated features
of that in Fig.2(b), while their numerators are almost

the same, so E(F,) in Fig.2(a) is smaller than that in
Fig.2(b), indicating that the importance of the former
is more significant. So we can draw a conclusion that
in evaluating the importance of feature F, in Fig.2(a),
the part that the related feature F, has played is really
considered.

3 Feature Ranking and Selection

Our method first ranks all original features in de-
scending order according to their importance, and then
selects the important feature subset from the original
feature set and removes the possible redundant features
from the selected feature subset.

3.1 Feature ranking algorithm

Based on E(f), i. e., the evaluation function of
the feature importance, in Eq. (1), the fuzzy k-means
clustering algorithm is used to divide the data set into k
clusters according to each feature f. With the help of
the division result, E(f) can be worked out, with which
to rank the features. The detailed algorithm is shown as
follows:

Algorithm Rank

Input: Data set D, cluster number k, and original feature number ?.
Output: Ranked feature list RF (in descending order according to
their importance).
Method:
For (i=1;i<t;i+ +) {
Fuzzy k-means (F;, D);
Evali] =E(F;);
}
RF =Sort (Eva).
3.2 Feature selection algorithm
After ranking all the features according to their

importance by using algorithm Rank, a ranked feature
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list RF comes into being. The next step is to determine
which feature in RF should be selected. If N, the nee-
ded number of features, is known beforehand, the final
feature subset can be fixed by selecting the first N fea-
tures from RF directly, and the task is finished. Other-
wise, the feature subset has to be determined by
reentering the wrapper framework. Now these features
have all been ranked in accordance with their impor-
tance. There is no need to search the space of 2' in or-
der to select the feature subset; instead, it might as well
add the features in RF one by one in order.

There are numerous criteria functions for the eval-
uation of the clustering quality in literature, and here,
the criteria function Trace(S,'S,) is taken. It is invari-
ant under any nonsingular linear transformation of da-
ta!®!. S is the within-cluster scatter matrix and S, is
the between-cluster scatter matrix, and they are defined
as follows:

k
Sy = XmEX —p)(X —p)" | o]
k
S, = ij(ﬂj _Mo)(ﬂj _MO)T
i=l

k
M, = E[X] = Y mp,
i=1

where 77; is the probability that an instance belongs to
cluster w; X is a d-dimensional random feature vector
representing the data; k is the number of clusters; u; is
the sample mean vector of cluster w; M, is the total
sample mean across all data points in the data set; and
E[ -] is the expected value operator.

To select the important feature subset in the wrap-
per framework, the feature subset F' is initialized with
the first feature in RF, and then the features in RF are
added into it one by one. It goes like this: use the fuzzy
k-means clustering algorithm to divide D into k clusters
considering the feature subset F; work out the
Trace( S‘;ISb) and growth ratio (slope) of it. Each
time a new feature is added, here S and S, are | F| x
| F| matrices. If at a certain point the slope is negative
or less than a threshold 6, it means the feature subset
before this point is important. The detailed algorithm is
shown as follows:

Algorithm Select

Input: Data set D, cluster number k, and original feature number .
Output: Important feature subset FI.
Method:

Rank ();

For (i=1;i<t;i+ +) {

Fuzzy k-means (F,...F;, D);

Tr[ ] = Trace(S,'S,);

Slope = Calculate the growth ratio of Tr;

If (Slope <0 or Slope <0) {
FI=F,...F,_y;
Break;

}

Draw the curve of Tr according to features.

The algorithm Select is influenced by the parame-
ter § (a small nonnegative real number) in the selec-
ting process, but its value is very difficult to deter-
mine, so it is the usual case to let it be zero and deter-
mine the important feature subset according to the
changing curve of Trace(S,'S,).

Obviously, it is unavoidable that the important
feature subset we have selected may contain some re-
dundant features. To remove the possible redundant
features in the feature subset, we normalize
Trace(S,'S,) by using the method taken in Ref. [1].
For brief narration, we take 7 ( -) to represent
Trace(S,'S,). Let T (F,, C;) be the criterion value
using feature subset F; to represent the data and C; as
the clustering assignment. The calculation of S, and S,
is based on feature subset F,, and they are both d x d
matrices, where d is the number of the features in F;.
The criteria value for cluster C, is normalized as Nrt
(C,,F,,F,) =T(F,,C,))T(F,, C,), and the criteria
value for cluster C, is normalized as Nrt(C,, F,, F,) =
I(F,, C,)T(F,, C,)). If Nrt(C;) >Nrt(C;), we choose
clustering C; and feature subset F;,. When the normal-
ized criterion values are equal for C; and C;, we favor
the clustering from the lower dimensional feature sub-
set. We can see that the value of Nrt(C,) is only relat-
ed to clustering assignment C,. It gets rid of the bias
against features, but concentrates on the quality of clus-
tering; hence it can be used to remove the redundant
features.

Now the feature subset selected beforehand is re-
fined in order to remove the redundant features. Prev _
s, Post _s are both feature subsets, Prev _ c, Post _ ¢ are
corresponding clustering assignments. The detailed al-
gorithm is shown as follows:

Algorithm Refine

Input: Data set D and cluster number k.
Output: Feature subset FVIP.
Method:
FI = Select ();
Prev _s =FI;
Prev _ ¢ =Fuzzy k-means (Prev _s, D);
Do {
Post _ s =Randomly select a subset from FI;
Post _ ¢ = Fuzzy k-means (Post _s, D);
Prev _ ntr = Nrt(Prev _c, Prev _s, Post _s);
Post _ ntr = Nrt(Post _c, Prev _s, Post _s);
If (Post _ntr > Prev _ntr) {
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Prev _s =Post _s;
Prev _c =Post _c;

}
Else If (Post _ntr =Prev _ntr & ‘Post_s‘ < ‘Prev_s‘)

{
Prev _s =Post _s;

Prev _c =Post _c;

}

} Until reaching the max times or you stop;
FVIP =Prev _s.

As algorithm Refine is a Monte Carlo algorithm,
it might be ended at any time, and the feature subset
FVIP it gets when ended is the best feature subset
available.

Using algorithm Select to do feature selection on-
ly needs to enter the wrapper framework ¢ times,
which is smaller than many other algorithms that
search in feature subset space. For methods similar to
ours proposed in Ref. [5], the time complexity of al-
gorithm Rank is #7 where 7 is the time complexity of
the clustering algorithm we used, which may be a little
higher than that of the evaluation function used in
Ref. [5], but the bias of the clustering algorithm is
considered during the process of calculating feature
importance. Algorithm Refine is an optional operation
and can be stopped at anytime when it is necessary.

4 Experimental Results and Analysis

In order to evaluate the performance of our meth-
od, some benchmark and synthetic data sets are used
to take a test on it. Synthetic data sets Art-1 and Art-2
are generated randomly by Matlab. Feature F, and F,
in Art-1 are related, and their values in the overall da-
ta set are uniformly distributed. Others are unimportant
features unrelated to each other and their values in the
whole data set are also uniformly distributed. In Art-
2, the values of feature F,, F,, and F,, obey the Gauss-
ian distribution in different clusters and the clusters
are overlapping to some extent, meanwhile, F, and F,
are redundant to each other, and others are generated
randomly. Each cluster is of equal size if not men-
tioned otherwise. Both of the above two data sets con-
tain 5% noise data. The benchmark data sets are taken

from UCI repository'"”’

, though with its known class
information, such information in the process of feature
selection is ignored. Two data sets are chosen, namely
Iris and Monks-3, the former containing four features
of numerical value, among which F, and F, are of
high importance, the latter containing six features of
numerical value with 5% noise data in the class infor-

mation, in which feature F, and F,, feature F and F,

are related, respectively.

Fig. 3 shows the E(f) value, the feature ranking
algorithm Rank calculates for each feature f, with
which to rank these features according to their impor-
tance. From Fig. 3(a), it can be seen that the E(f)
values of important features F; and F, do rank at the
front. While in Fig. 3(c), though the two related fea-
tures F, and F; are unimportant singly, they are rank-
ing at the front, which indicates our evaluation func-
tion of the feature importance takes the relationship
between features into consideration.

After ranking these features, the feature selection
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Fig.3 E(f) value for features in each data set. (a) Iris;
(b) Monks-3; (c) Art-1; (d) Art-2
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algorithm Select is used to select important feature 211
subsets for each data set. Fig. 4 shows the changing
curve of Trace(S_'S,), which is obtained by adding o
the ranked features in the feature list into the feature @
subset (which initially is empty) one by one. Tab. 1 5 19 -
lists the results made by Rank and Select; where {F,, ;é
F;} represents these two features which are redundant 18
to each other, [ F,, F ;] represents the feature subsets
selected by the algorithm. From Tab. 1, we can see g - FI] ,f~2
that features in the feature subsets chosen by this Fe?t;)res
method are, with no exception, important ones. Only 20 -
in the data set Art-2 two redundant features {F,, F,,}
fail to be distinguished.
As for the feature subsets selected by using the s 5T
algorithm Select, which may contain some redundant I,;
features, we can use algorithm Refine to remove the g 10 F
redundant ones. Therefore, the four data sets men- =
tioned above can get feature subsets shown in Tab. 2 s . . . . |
with the processing of algorithm Refine. The result F, Fy F, F¢ F, Fs
proves that such a feature selection method is very ef- Fe'z‘tl‘)’)ms
fective. Fig.4 Trace(S,'S,) in data sets. (a) Iris; (b) Art-1
Tab.1 Feature ranking and selection results
Data set Feature number Cluster number Important features Ranking result (in descending order)
Iris 3 F5, F, [Fy, F31,F\, F,
Monks-3 2 F,,F,, Fs [Fs,Fy, Fy], Fy, Fg, Fy
Art-1 6 2 F,,F;5 [Fy, F5]1, F\, Fg, Fy, Fs
Art-2 10 4 Fy, {Fo, Fi} [Fy, Fy, F,1,Fy, Fy, F;, Fy, Fg, Fs, F,
Tab.2 Final feature subset steps, the features are selected sequentially. In the last
Data ser  Fedture  Cluster  Important Feature step only the feature subset space is needed to be
number _number features subset searched through; however, at this point, the space is
fris 4 3 Fs. Fy Fa s relatively small. So our method can improve the effi-
Monks-3 6 2 F,,F,, Fs Fs,F,, F, .
Art] p ) F,.F, F,.F, ciency tremendously. The result shows that our meth-
Art2 10 4 Fy. (Fy., Fy) F,. F, od can select feature subsets of high importance for

5 Conclusion

This paper introduces a feature selection method
for clustering. It is a method of the wrapper model.
Other than traditional methods of the wrapper model
which handle the input just within one step and then
attain the output, our method can be considered as en-
tering the wrapper framework 3 times (as shown in
Fig. 1) . First, all the features are ranked in descending
order according to their importance, and a function for
evaluating the feature importance is introduced. Sec-
ondly, the important feature subsets are selected. Fi-
nally, a further step is taken to remove possible redun-
dant features in the feature subset selected beforehand
where no irrelative features exist. In the first two

clustering tasks and discard those unimportant features
or features that may hinder the clustering task.

As for even larger data sets, the sampling method
can be used to select features. The clustering algorithm
used to evaluate the feature importance in the wrapper
framework is based on distance, and it may also be re-
placed by other clustering algorithms. But the
evaluation function E(f) should be changed accord-

ingly with our continuing efforts.
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