Journal of Southeast University ( English Edition)

Vol. 22, No. 2, pp. 180 — 184

June 2006 ISSN 1003—7985

A hybrid DVE architecture based on temp server

Wu Yanhua'

. 2
Cai Yunze

. . 3.4
Xu Xiaoming™

(' Computer Science and Engineering Department, Shanghai Jiaotong University, Shanghai 200030, China)

(* Automation Department, Shanghai Jiaotong University, Shanghai 200030, China)

(* University of Shanghai for Science and Technology, Shanghai 200093, China)
(*Shanghai Academy of Systems Science, Shanghai 200030, China)

Abstract: A hybrid distributed virtual environment (DVE) architecture is presented by importing a peer-to-peer

(P2P) idea into the traditional client/server (C/S) architecture to improve the DVE system’s scalability. The

mathematical model of the overload of the center server was built and a series of simulation experiments were

performed to validate the conclusions. When the client number increases to a certain value, the hybrid

architecture can reduce server overload with some special clients (temp servers) selected with a certain heuristic

strategy. With this architecture, the DVE system can support more system clients with the same server hardware

than the C/S architecture can. The server overload “pulse” phenomena causing by the exiting of the temp server

can be resolved by adopting a more optimized temp server selecting strategy and by reducing the child client

capability of the temp server. By combining the advantages of the C/S architecture and the P2P architecture, the

hybrid DVE architecture can effectively improve the scalability of the DVE system. This is validated by

theoretical analysis and simulation experiments.
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With the development of network technology and
3D image accelerating technology, the distributed virtu-
al environment (DVE) has attracted more and more at-
tention in recent years. One possible definition of the
DVE was given by Singhal and Zyda'". DVE applica-
tion systems have been developed during the past dec-
ade in many fields such as military simulation'”’, 3D

[3]

. . . . [4] .
on-line games'”, interactive e-learning' "', electronic

business'’, etc.

There are mainly two kinds of architecture adopt-
ed by the DVE system: the client/server (C/S) archi-
tecture'”’ and the peer-to-peer (P2P) architecture'”’, as
shown in Figs. 1(a) and (b).

The P2P architecture does not need an expensive
central server any more, which can reduce the system
cost effectively. However, for a P2P system with N us-
ers, there are o(N°) messages appearing on the net-
work in each refresh cycle, which causes network trans-
mission congestion and delay. It becomes more serious
with the increase in the user scale.

It is probably true that the C/S architecture is
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more prevalent nowadays. Its center server gives com-
mercial companies an absolute control power, which
guarantees the company’s commercial benefits. Utili-
zing this architecture, a client sends an update message
to the server in each refresh cycle, which is then propa-
gated to other clients by the server to keep a consistent
state for all the clients. That all the messages go
through the center server makes it a performance bot-
tleneck and a single point of failure. To solve this
problem, an amendment architecture is proposed in
Ref. [8], as shown in Fig. 1(c). Its main idea is paral-
leling a group of servers to support larger scale clients.
All the client loads are distributed averagely among all
the servers. Based on this architecture several load bal-
ance algorithms were proposed”?. This architecture
can offer unlimited scalability for the DVE system.
However an obvious shortcoming is that it requires a
large number of expensive servers, which leads to high
commercial cost. At the same time, the center workload
distributed algorithm is expensive for the server’s com-
puting resources.

A dynamic hybrid architecture (DHA) is presen-
ted in this paper. It is shown in Fig. 1(d). The DHA
borrows the distributed idea from P2P architecture and
merges it into the C/S architecture. It can be described
as follows: The system is equal to a C/S system at ini-
tial time. When its user scale gets to a predefined
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threshold, a few users are selected as temp servers with
some predefined rules. At the same time, a certain
number of users will be migrated to them. To the mi-
grated users the temp server acts as a new server. The
migrating users do not communicate directly with the
center server any more and they just connect with temp
servers. Once the temp server gets all its direct
children’s update messages it will encapsulate them in-
to a bigger message packet and send it to the center
server. The temp server technology can reduce band-
width and computing load of the center server effec-
tively, which can reduce system costs. Because the
temp server is selected from clients, no additional serv-
er cost is required.

Fig.1 Various DVE architectures. (a) Client/server; (b)
Peer-to-peer; (c) Multi-server architecture; (d) Dynamic hybrid
architecture

1 Dynamic Hybrid Architecture

1.1 Architecture analysis

The DHA is extended from the C/S architecture.
The network topology in this system changes from
time to time during running time. At the initial stage

the user scale is small and the system equals the C/S
architecture. When user scale increases, the architec-
ture will change dynamically to adapt to it. Here a
predefined threshold is used. Once the user scale ex-
ceeds the threshold, a client is selected as a temp serv-
er with a predefined rule. Then the center server mi-
grates a few clients to it. Once this process finishes,
the temp server and its “children” make up a group.
The temp server manages all its children and substi-
tutes all its children to communicate with the center
server. The temp server receives its children’s message
packets in each system refresh cycle and aggregates
them into a large packet and forwards it to the center
server. When the center server’s update message pack-
et reaches the temp server, it decomposes it into dif-
ferent single packets and sends them to its destination
client. From the viewpoint of server, the whole group
is equal to a single user. So the user number directly
connected with the server is reduced, which reduces
the center server’s computer and bandwidth resources.
However, the temp server is a free client in nature so
it can exit randomly. When a temp server exits the
system, its children will have to reconnect to the cen-
ter server again. This process may cause a pulse on the
server’s load to some degree. This problem will be
discussed in detail in section 2.

1.2 DHA load model

In this paper we use server load to mark server
bandwidth and CPU process resources. The main task
of this section is to study how much the server load
resaved for the DHA compared to the traditional cli-
ent-server architecture.

The server’s load is mainly associated with the
number of clients the server directed to be linked,
which is denoted as N,. It includes two parts: common
children clients and temp servers. Common children
clients are the clients that are not chosen as temp serv-
ers. So we can easily obtain

N,=N, +m (1)
where N, is the number of common children and m is
the number of temp servers. For example in Fig. 1
(d),N,=2,m=1 and N, =3. Then we define N as
the total client number of the DVE system and vy, as
the children number of the i-th temp server. Then we
can obtain

Ny+m

N-N, =Y v, (2)

i=Np+1
Because clients are free from the DVE system,
they can exit randomly or not in each system refresh
cycle. When a client exits, it causes different server
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loads for the center server. We define L, as the server
load produced by common children i in a refresh cycle
if it does not exit the system during this cycle and [/, if
it exits. To simplify the system model, we suppose that
all the temp servers lead to the same server load in a
refresh cycle if it does not exit. If a temp server leaves
the system in a refresh cycle, based on the DHA archi-
tecture, all the temp servers’ children must be re-mi-
grated to the center server, which may cause more
server load. We define § as the server’s unit load
caused by migrating a child from the temp server to
the center server and P; as the exiting probability of
client i in one refresh cycle. Then the total server load
defined as L, of the DHA in a refresh cycle can be
computed as

Ny Ny Ny+m
L, =Y (1 -P)L, + Y Pl + Y Pyd (3)
i=1 i=1 i=Nj+l

To compare to the C/S architecture, we give the
load compute formula of the C/S architecture as

N N
L, =Y (1-P)L, + Y Pl (4)
i=1 i=1

Eq. (4) can be rewritten as
N N
LsZZ(l -P)L + Z(l -P)L +
i=1 i=Ng+l
Ny N
Y Pl o+ Y P (5)
i=1 i=Np+1
We define 0 as the server load difference be-
tween the DHA and the C/S architecture. From Egs.

(3) and (5), we can obtain

N N Ny+m
0 = 2(1 -P)L + zPili_ zPi'}’i‘s
i=Ng+l i=Np+1 i=Nj+1

(6)
Not to lose generality, we assume that all the cli-
ents have the same leaving probability, defined as P.
We also think all the clients lead to the same server
load under the same conditions, which means L, and [,
are constant values, defined as L and /. Then by Egs.
(2) and (6), we obtain
0=(N-N)[(1 -P)L-P5] +(N-N,)Pl (7)
Eq. (7) is the expectation of the server load
difference of the DHA and the C/S architecture in a
refresh cycle with the clients exiting with probability
P. In other words, the server load saved by the DHA
can be computed with it. In a common case, the
probability value of a user exiting the system in a
short cycle time is very small. That means P,<1, even
P,;=0, which assures ¢ >0. Through the theory analy-
sis above we can prove that the DHA architecture can
reduce resource consumption compared to the C/S ar-

chitecture with the equal client scale.
To study the determinant of @, with the condition
talked about above we rewrite Eq. (7) into

0=L(1 -P)(N-N,) (8)
By Egs. (2) and (8), we can obtain
Ny +m
o~L(1-P) Yy, (9)
Ny +1
Ny +m
We know that z v; is the number of temp
Ny+1

servers’ children clients. Because L(1 — P) is a con-
stant value, we can obtain

Ny+m

0 o 271' (10)

Ny +1

From formula (10), we can that the decreased
value of center server’s load of the DHA compared to
the traditional C/S architecture is decided by the sum-
mation of temp servers’ children clients.

2 Simulation Experiments

We have developed a simulation program tool in
C ++ language and done a group of simulation exper-
iments. We logged the experimental results and stud-
ied them. A snapshot of our program prototype is
shown in Fig. 2, where the big ball denotes the temp
server and the small balls around it denote its children
clients.

Fig.2 A snapshot of simulation tool

2.1 Simulation process

Not to lose generality, we set up a special simula-
tion process for client scale. In the process the
system’s user scale was added linearly from 0 to 50
and then reduced linearly back to 0, as shown in Fig.
3. Throughout the experimental process, the refresh
cycle was set to 300 ms. The computer we used in the
simulation experiment had a 2.2 GHz CPU process
frequency and a 512 MB memory.
2.2  Center server load

The center server load is denoted as the packet
number, the server received and sent out in each re-
fresh cycle is defined as ¢. Variable 7 is defined as
the client threshold of the center server. If N, > n we
think that the server is overloaded and the redundant
clients will be migrated to an unsaturated temp server.
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Fig.3 User number change model

Term B is defined as the user scale a temp server can
support. If v=p, we think that the temp server is satu-
rated, otherwise we think it is unsaturated. We define
a triplet V =[7, 8, ¢] to denote our simulation experi-
ments. To simplify experiments, the temp server is se-
lected randomly. With the definition of triplet, we can
easily find that the C/S architecture is a special case
of the DHA. It can be described as V, =[ «,0, ¢].
We chose two cases of the DHA architecture: V,
=[17,3,¢] and V, =[11,5, ¢]. Based on the simu-
lation process talked about above, we have done simu-
lation experiments with the three cases (V,, V,, V;)
and logged ¢. Simulation results are shown in Fig. 4.
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Fig.4 Curves of server packet number. (a) V,, V, curves;
(b) V,, V5 curves
From Fig.4(a), we can easily find that V, holds

a lower server load than V|, which means that even 8
is set to a small value. The DHA can reduce the cen-
ter server’s load remarkably compared to the C/S ar-
chitecture.
2.3 Temp server exiting impact

From Fig.4(b), we can find that there are a few
pulses in the tails of the two curves. As we all know,
a temp server is just a client in nature. So it can exit
the system at any time. In the DHA, if a temp server
exits the system, its children will be migrated to the

center server. Some additional interactive message
packets appear among the temp servers, clients and the
center server, which will enhance the center server’s
load. It can give a reasonable explanation of the
curves pulse in Fig.4(b).

To study the effect of the temp server exiting
from the server load, we define y, as the increasing
load of the center server when the i-th temp server ex-
its the system. From Eq. (3) we can obtain

Xi=Py:é (11)

As we all know the exiting probability depends
on the users’ behavior habits. It is hard to discuss its
influence, so we ignore it here. As for §, it is deter-
mined by an objective factor-system interactive com-
munication model. It cannot be changed at the
programmers’ will. So we ignore it here. We pay most
our attention to the effect of y,-temp server’s children
number. From Eq. (11) we can obtain x, oc y,, which
means that the addition of server load when a temp
server exits the system is determined by its children
number.

In Fig.4(b) the pulse of curve V, is higher than
curve V,. The reason leading to this is the difference
in the B of the two experiments. Because g,, =5, there
are a total of five children migrating to the center
server when a saturated temp server leaves the sys-
tem. However, when 8, =3 the migrating client num-
ber is only three in V,. So the pulse of V; is higher
than that of V,.

3 Conclusion

The DHA has more advantages than the tradition-
al C/S architecture, which is proved by the theoretical
analysis and simulation results. It can be regarded as
an extension of the traditional C/S architecture. Com-
pared to the traditional C/S architecture, the DHA can
support a greater client scale with the same hardware
condition while does not lose its advantages. Big
group size can reduce the server load effectively but
causes the big disturbance impulse. A beneficial
tradeoff must be made between them.
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