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Robust edge detection based on stationary wavelet transform
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Abstract: By combining multiscale stationary wavelet analysis with fuzzy c-means, a robust edge detection
algorithm is presented. Based on the translation invariance built in multiscale stationary wavelet transform,
components in different transformed sub-images corresponding to a pixel are employed to form a feature vector
of the pixel. All the feature vectors are classified with unsupervised fuzzy c-means to segment the image, and
then the edge pixels are checked out by the Canny detector. A series of images contaminated with different
intensive Gaussian noises are used to test the novel algorithm. Experiments show that fairly precise edges can
be checked out robustly from those images with fairly intensive noise by the proposed algorithm.
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Edge detection is still an important and difficult
problem in image processing. Wavelet analysis has
favorable localized character in both spatial domain and
frequency domain, and appears to be an ideal tool to
detect image edges. A typical algorithm is proposed by
Mallat and Zhong'" in which a dyadic wavelet trans-
form has been constructed to detect edges. The algo-
rithm is a combination of the wavelet transform and the
gradient edge detection method. Experiments have
shown that the wavelet-based multi-scale or multi-reso-
Iution edge detection algorithm possesses some advan-
tages over those traditional edge detectors.

Earlier wavelet-based edge detection algorithms
are based on downsampling wavelet transform. An es-
sential property in image processing, known as the
translation invariance, is lost'”. It is almost impossible
to fuse all the useful information embedded in different
sub-images into an edge detection algorithm to find
precise and robust image edges.

Stationary wavelet transform without downsam-
pling has been proposed recently. It has to do with the
property of translation invariance. In this paper, a novel
edge detection algorithm based on stationary wavelet
transform is discussed to improve precision and robust-
icity of the wavelet-based edge detection algorithm.
According to the novel algorithm, an image is first de-
composed with multiscale stationary wavelets, data in
each decomposed image corresponding to the same pix-
el is used to form a feature vector. All the feature vec-
tors are then segmented into clusters by fuzzy c-
means. Finally, the Canny detector'” is utilized to find
the edges from the segmented image.
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1 Feature Vector Based on Stationary
Wavelet Transform

Traditionally two-dimensional discrete wavelet
transform (DWT) is implemented by using digital fil-
ters and downsamplers with two separable one-dimen-
sional scaling and wavelet functions''. An image
f(x,y) is first transformed along its rows/columns, and
then along the columns/rows. It results in four quarter-
size sub-band images labeled LL, LH, HL, and HH, re-
spectively; where H indicates highpass filter and L in-
dicates lowpass filter; HL indicates highpass filter fol-
lowed by lowpass filter; and HH indicates highpass fil-
ter followed by highpass filter. The same process of the
next scale wavelet transform is repeated on the LL im-
age, while the other three sub-images remain invaria-
ble.

If an image is decomposed as before, the size of
the transformed sub-images becomes quarter-size be-
cause of downsampling. It is very clear that such a
DWT cannot maintain the position translation invari-
ance which is a key to detecting precise edges by using
multiscale methods. A solution to this problem is sta-
tionary wavelet transform, without downsampling, pro-
ducing sub-band images of the same size as the origi-

nal one!*

. Fig. 1 shows the process of two-dimensional
stationary wavelet transforms in block diagram form. If

an image is decomposed with stationary wavelet trans-
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Fig.1 Two-dimensional stationary wavelet transforms
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form, it maintains the position translation invariance.
While decomposing an image, the number of the
scales n is an important parameter. Many experiments
show that it is enough for edge detection to set n smal-
ler than 3. In this paper, n =2, so there are nine compo-
nent images (including the original image). Let x,, x,,
..., Xg, X, denote nine values corresponding to a pixel
existing in each image respectively. The nine elements
can be expressed in the form of a nine-dimensional
vector X where X = {x,, x,, ..., X, }'. The vector is
taken as the feature vector of the pixel. If the images
are of size M x N, there will be a total of M x N nine-
dimensional vectors. Fig. 2 shows the formation of a
o X )

nine-dimensional vector X = {x, x,, .. in the

nine sub-images.

o/ !

Fig.2 Formation of a feature vector

X= {xlvva""x9}

2 c-Means Edge Detection Algorithm

Fuzzy clustering has been proved to be very ef-
fective in dealing with information contaminated with
noises. According to the fuzzy clustering framework,
each cluster is a fuzzy set and each pixel in the image
has a membership value associated to each cluster,
ranging from O to 1, measuring how much the pixel
belongs to that particular cluster'’ .

Let X={x,i=1,2,...,n} is a set which con-
tains n pixel, c is the cluster number, mj( j=1,2,...,
c) is the center of each cluster, and u, (x;) is the
membership of a pixel x, to the cluster j. The fuzzy c-
means clustering algorithm tries to seek the minimum
of a heuristic global cost function:

c n

=3

[Mj(xi)]b [ x; -m,; ||2 (1)
j=1 i=1
where b is a free parameter chosen to adjust the “ban-
ding” of different clusters. If b > 1, the criterion allows
each pattern to belong to multiple clusters.
The probabilities of cluster membership for each

point are normalized as

Y =1 (2)

Then the minimum of J in Eq. (2) is determined by
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— =0, :O 3
om; om; (x;) -
Its solution is
. [Mj(xi)]bxi
m =" j=12...c 4
Z [/-Lj(xi)]b
i=1
and
1
(1 x =my || )
pi(x;) = — : 1
> (/| x =m, || )T
r=1
i=1,2,...,mj=1,2,...,c (5)

It seems impossible to get analytic solutions for
Egs. (4) and (5) to minimize J. Cluster means and
point probabilities u; are estimated iteratively with a
bearable cut-off error & according to the following
procedures:

(D To initialize the cluster number ¢, the parame-
ter b =2, the cut-off error & >10 ~°, the cluster centrals

0)
m; -,

and the iterative number k =0.
) To calculate the membership by
If Vi, r,d" >0, then
1
(1/d)r
w'(x) = ———"——

S (1/dP)y
r=1

If i, r, dY =0, then pu” (x,) =1, (j#r),
otherwise u;” (x,) =0, where d| =[x, -m{" []*.
(3 To update the centers m;" by

n

(" (x) 1%,

<k) — i
PAMENE
i=1
@) To test the convergence of membership value.

If | m"” —m"" | <e, then it stops, otherwise let k
=k +1 and repeat from step 2.

m;

The cluster numbers can simply be determined
from the fluctuation of a histogram, or as a variable
parameter updated if the algorithm does not reach con-
vergence after a limited iterative loop, for example, k
=20.

If the algorithm reaches convergence, the cluster
centers and the memberships have been found, and
the image has been segmented into ¢ clusters. Then
the Canny detector is employed to detect edges in the
segmented images. Fig. 3 gives the block diagram of
this novel edge detection algorithm.
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Fig.3 Overall scheme of the proposed algorithm

3 Experiments

The daubechie-4 (db-4) wavelet is selected here
because it has the least compact support with the given
vanishing moment. It has been demonstrated that db-4
possesses a strong capability of resisting noise at image
processing. Some texture images and real images are
taken as the test images. Fig. 4 shows the results per-
formed on a texture image with the additive Gaussian
white noise (The variance is 0. 1). Fig. 5 shows similar
results on the Lena image to which is added the Gauss-
ian white noise ( The noise mean is O, the variance is
0.02). All the experiments are implemented on Matlab
6.0 with similar default values'”. In Fig. 5, the edge
map detected directly with the Canny detector is also

presented.
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Fig.4 Edge detection on a typical texture image. (a) The

original texture image with additive Gaussian white noise, variance

is 0. 1; (b) The segmented image; (c) The edge map detected with
the proposed detector

(c) (d)
Fig.5 Experiments on the Lena image. (a) The original
Lena image with additive Gaussian white noise ( variance is 0. 2);
(b) The segmented image; (c¢) The edge map detected with the
proposed detector; (d) The edge map detected directly with the
Canny detector

Fig. 4 and Fig. 5 demonstrate that the algorithm
succeeds in detecting edges from different images con-
taminated with noise, and the detected edges are legi-
ble and precise. Figs.5 (c) and (d) show that the al-

gorithm has some advantages over the direct Canny
detector when dealing with images contaminated with
noise. Under similar conditions, the edge map detected
with the novel algorithm contains more details than
that detected directly with the Canny detector.

In order to test the robusticity of the novel edge
detection algorithm, a series of Lena images contami-
nated with varying intensities of white noises have
been tested. The results in Fig. 6 show clearly that the
novel algorithm can detect legible edges until the
noise variance is above 0.5 when the noise pollution
is very serious, and it possesses a fairly strong capabil-
ity of “immunity” from the noise.

(e) €9)
Fig.6 Detected edge map on Lena images with different
intensive white noises. (a) Original image; (b) With additive
Gaussian white noise, variance is 0. 01; (¢) With additive Gaussian
white noise, variance is 0.05; (d) With additive Gaussian white
noise, variance is 0. 10; (e) With additive Gaussian white noise,
variance is 0. 20; (f) With additive Gaussian white noise, variance
is 0. 50

4 Conclusion

In this paper, stationary wavelet and fuzzy c-
means are combined in order to develop a novel ro-
bust image edge detection algorithm. Information on
all sub-images decomposed with stationary wavelet is
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