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Abstract: A concept-based approach is expected to resolve the word sense ambiguities in information retrieval

and apply the semantic importance of the concepts, instead of the term frequency, to representing the contents of

a document. Consequently, a formalized document framework is proposed. The document framework is used to

express the meaning of a document with the concepts which are expressed by high semantic importance. The

framework consists of two parts: the “domain” information and the “situation & background” information of a

document. A document-extracting algorithm and a two-stage smoothing method are also proposed. The

quantification of the similarity between the query and the document framework depends on the smoothing

method. The experiments on the TREC6 collection demonstrate the feasibility and effectiveness of the proposed

approach in information retrieval tasks. The average recall level precision of the model using the proposed

approach is about 10% higher than that of traditional ones.
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Since the first formal model for IR'" came into
being in 1968, a number of information retrieval (IR)
models have been developed, such as vector spaces,
probabilities, fuzzy logics, language and so on'*™'.
Most IR models are based on matching the query keys
which are regarded as the retrieval needs of information
seekers to a document collection’s representation of
content and then presenting the retrieval set as a ranked
hierarchical list. The document collection’s representa-
tion of content is always represented based on the term
frequency (TF) and seldom on the content of the docu-
ments. These models have generated many useful sys-
tems, but they are essentially lacking due to the fact
that they disregard the context and do not attempt to
resolve the meaning of the terms. The ubiquitous exist-
ence of word sense ambiguities clouds the behavior of
IR systems which disregard the semantic differences in
words. Therefore, how to determine the sense of the
word and the meaning of the context becomes very im-
portant. Meanwhile, the studies on cognitive science
show that people understand entities by comprehending
the concepts represented by the entities. The language
works in the same way'® . During these years, the con-
ceptual expressions of language have been investiga-
ted'”™ and a symbolic system has been formed in order
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to express words and sentences
method, words and sentences in the language space
can be translated into their conceptual forms represen-
ted by a set of meaningful character strings. Conse-
quently, the meaning of the word and the sentence are
evaluated. However, this theory does not address how
to express the meaning of a sentence group via a for-
malized framework, which is necessary in order to ex-
press the meaning of a document and to serve the IR
task. The problem of how to match the queries to the
documents via their conceptual forms is not solved ei-

ther. This paper will discuss these issues.
1 Related Work

In the studies of using the conceptual expressions
to express words and sentences, the HNC ( hierarchical

6,9 .
%9 has been introduced,

network concept) theory
which involves some new concepts presented below.
One important concept is the semantic chunk'®
which is a semantic unit between words and sentences.
But it is different from phrases and other traditional
chunks. It is a semantic unit expressing a comprehen-
sive concept. We classify the semantic chunk into two
types: the main chunk and the supplementary chunk.
The main chunk contains the necessary parts of a sen-
tence. They are used to describe the objects and their
actions in the sentence. The supplementary chunk pro-
vides the background knowledge of a sentence, such as
time, place, etc. Sentence category is another concept. It
includes a set of symbolic expressions. These expres-
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sions are named sentence category expressions. Each
expression contains the expressions of chunks and some
conjunctive symbols which are used to describe the re-
lationships among chunks. These expressions are de-
signed in advance and able to describe not only the
meaning but also the structure of the sentence. Huang
concluded 57 types of primitive sentence category ex-
pressions and 57 x 56 compound ones'®'” .

The HNC presents a sentence category analysis

technique!®'"!

, by which the conceptual forms ( sen-
tence category expressions with regard to sentences;
word concepts to words) of a sentence and its words
can be automatically extracted. The word concept is the
conceptual expression of a word sense. It is expressed

by a meaningful character string.
2 Content Framework

Content framework is a formalized structure which
is used to express the content of a sentence group. A
sentence group is defined as a group of sentences,
which focus on one subject. A document can be repre-
sented by a set of content frameworks which are de-
rived from the sentence groups within the document.

We regard full stop as the signal for the end of the
sentence group. This mechanical method can predigest
the difficulties in measuring off the sentence groups.
Apparently, a complex sentence will be always regar-
ded as a sentence group. The content framework in-
volves three parts: domain (DOM), situation ( SIT) and
background (BAC).

Domain describes the types of an event, or its
characters. It is classified into 108 categories'”'. This
classification can be used to classify the texts.

Situation explains the domain in detail. It denotes,
from the perspective of content, the relationship among
the objects involved in the event. Situation contains,
from the perspective of form, the expressions of the se-
mantic chunks. The semantic chunks are derived from
the sentence category expressions of the sentences
within the sentence group. The sentence category ex-
pression which contains the domain-related concepts
are adopted.

Background explains the time, place etc. in which
the event occurs. The information of the background is
provided by the supplementary chunks in the sentence.

Considering the three parts of the content frame-
work, we design a structure with two n-dimensional
vectors to express the document framework. These vec-
tors are defined as

DOM = {dom,, ..
SIT & BAC = {cs, ..
where dom, is the expression of domain k the sentence

., dom, } 1

€S, }

group covers, which is consistent with a certain catego-
ry of the domain; cs, is the k-th word concept. We can
see that the contents of SIT and BAC are combined in-
to one vector since there is no difference between these
two parts in the probability of content to be retrieved.

3 Translating Documents to Their Formal-
ized Content Frameworks

The main idea is to obtain the content framework
of each sentence group in the document via some se-
mantic methods, and then obtain the document frame-
work via some statistical methods based on the content
framework.

The content framework is proposed to formalize
the content of a sentence group. Before we can obtain
the content framework, the sentence category expres-
sions and word concepts should be extracted first. The
whole procedure to fulfill these tasks can be divided in-
to three stages: the “word sense and sentence category
extracting”, the “content framework generation” and
the “document framework generation”. This is shown

Y

I Word concept and sentence category extracting I

¥

| Content framework generation |

(]

I Document framework generation |

¥

Fig.1 Procedure for framework extracting

in Fig. 1.

The semantic approach is adopted in the first two
stages. The statistical approach is adopted in the last
stage. Through the first stage, the sentence category ex-
pression and the word concept can be obtained. The
second stage generates the content frameworks based
on the results the first stage provides. The last stage
combines the content frameworks as the document
framework.

3.1 Word sense and sentence category extracting

This extracting approach adopts the HNC sentence
6,11

category analysis technique'®'"". The approach mainly
focuses on the processing logic which tells the comput-

er how to obtain the sentence category expression and
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the word concept through some specific procedures.
Restricted by the length of the article, we only give one
example to explain the function of the approach. The
processing details can be referred to Ref. [11].

Example 1 For six months ~ HIH lived
| ~ without a job ~ | in New York.

After processing, we can obtain: (1) The sentence
category  expression  of  this  sentence  is
“CNICN2S03J”, where S03 means this sentence is a
transposition state sentence due to “live” being a cer-
tain kind of “state”. The structure of SO3 (defined in
advanced) is SB + S + SC. 2 The main trunks of this
sentence are “I”, “lived in” and “New York”. “lived
in” is the kernel of the main chunk (named S under the
structure of S03), “I” and “New York™ are two general
main chunks (named SB and SC, respectively). The
supplementary chunks are “for six months” and “with-
out a job”, which act as conditions (CN). Hence we
add signs CN1 and CN2 in front of the sentence cate-
gory expression. (3) The conceptual expression of “I”” in
this sentence is “p4001”; “live” is “v65500214”; “New
York™” is “fpj2 * 304/fpwj2 * ml”; “six months” is
“j3080c06/wjl10-0 ; “ without a job” is “jlvullé
| ra00e21”.

3.2 Content framework generation

The generation approach can be divided into three
sub-stages. Including:

1) Measure the DOM based on the categories of
domain discussed in section 2. The value of the domain
is determined by the occurrences of the word concept
in the main chunks, if the word concept is related to a
certain category of the domain. If more than one con-
cept has the same number of occurrences, the priority
of main chunks to determine the value of domain is as
follows:

Eg>El>C>B (2)
where Eg is the kernel of the main chunks in the main
sentence, or in the main clause if the sentence group is
a complex sentence; El is the kernel of the main chunks
in the subordinate sentence, or in the subordinate
clause; C and B are the two general main chunks. C
means the content; B means the object. For example,
in the sentence, | have dinner, I is the object, dinner is
the content.

2) Obtain the SIT based on the sentence category
expression. The SIT consists of a set of word concepts.
These word concepts are derived from the main chunks
of the sentences which contain the word concepts that
strengthen the current DOM.

3) Obtain the BAC via integrating the supplemen-
tary chunks.

We use example 1 again to explain this approach.

Because example 1 is a simple sentence, occur-
rences of each concept in the sentence are the same.
Consequently, we should take advantage of Eq. (2) to
determine the DOM. In example 1, the kernel of main
chunks, “lived in”, should be considered first. The con-
cept of “live” is “v65500214” which is related to the
8th category. So the DOM of this sentence can be as-
certained, and the value of DOM is 65.

There are three main chunks in the sentence, so
the SIT should contain three elements. There are
“v65500214” derived from chunk S, “fpj2 * 304/fpwj2
*ml” derived from chunk SB and “p4001” derived
from chunk SC.

The BAC should contain two elements according
to the supplementary chunks of the sentence. They are
“j3080c06/w;jl10-0” derived from chunk CNI1 and “jl-
vul16 | ra00e21” from chunk CN2.

Consequently, the content framework of the sen-
tence in example 1 is produced as follows:

DOM = {65}

SIT & BAC = {v65500214, fpj2 = 304/fpwj2 =

ml, p400, j3080c06/wj10-0, jlvul 16 | ra00e21}
3.3 Document framework generation

Document framework is a vector space model
with two n-dimensional vector spaces. A document can
be expressed as a combination of two vectors:

Viou(d) = {DOM,, Wy, (d); ...; DOM,, W,,,(d) }

Vs epac(d) ={C,, W (d);...;C,, We,(d) }
where Vo (d) means the DOM vector of the docu-
ment; Vg epac(d) refers to the SIT & BAC vector of
DOM, denotes the n-th domain
appearing in the document collection; W, (d) is the

the document;

weight of the DOM, in the document, a measurement
of occurrences of the DOM, in the content frameworks
within the document; C, means the n-th word concept
appearing in the SIT or BAC; W, (d) is the weight of
concept C, in the document d, a measurement of oc-
currences of C, in the SIT and BAC of the content
frameworks within the document. We always regard the
DOM, which has the highest W,, (d) as the domain
category that the document belongs to.

4 Computation of Document Query Similar-
ity
We propose a domain smoothing method to com-
plete the searching task. In the method, the domain
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likelihood is computed. The method is based on the
two-stage smoothing method''”. Using of an explicit
and uniform domain language model makes it possible
to make the matching become more accurate and assign
the extra probability mass to the queries which do not
contain the information of domain or appear in a cer-
tain document.

The method needs to transfer the queries into their
conceptual forms. Users are always used to entering a
set of separate query keys as the query. It is difficult to
obtain the conceptual expression of each query key ex-
actly since separate query keys always lack strong
phrase ological relationships with each other. There-
fore, we use the proportion of each concept candidate
of a word to weigh the probabilities caused by each
candidate.

The target function of the domain smoothing
method is as follows:

PQld) =TT 3 Plapw,) [APOw, | Q) +

qjeQ n
(1 =)Pw, | 0p) | (3)

Ny & pac( Wins S)

2 Ngrr apac(W, S)
w

P(w, | Q) = (4)

P(w,, | Qp) =
Ngir &BAC(an’ di)m(DOM(an)’ d) +MP(W,-,,

2 Ny epac(Ws d,) z m(DOM,,d,) +u
w 7

Orom)

(3)
P(w,, | Opom) = z P(w,, | DOM,) P(DOM, | d;)

(6)
where P (w,, \ Qg) is a collection language model;
P(w, | Q) is a document language model containing
the domain language model P(w,, \ Opom) s P(q; \ w;,)
_ n(w;,, q;)

n(w,,,S)
translating to concept w;

,P(q; | w,,) is the probability of word g;

> (W,

q;) is a measure of
how many concepts w; are generated by word g;;
n(w,

jn?

$) is the number of concepts w,, in the docu-

ment collection S; ngp ¢ gac(W;» d;) 1s a measure of the

jn?

number of occurrences of concepts w,, in the SIT and
BAC of the content framework of the document d;

Z Ngr asac( W, d;) 1s the number of concepts in the

SIT & BAC of the content framework of the document
d;;m(DOM(w,,) d;) is a measure of the number of
the content frameworks in which the DOM value is

supported by the concepts w,; 2 m(DOM, d,) is the

]

number of the DOM in documents d,; P(DOM, |d,) =
m(DOM,_d,)
Y, m(DOM, d,)

1
document d; belonging to a certain domain DOM, un-

der the

,P(DOM, | d,) is the probability of

designed distribution of the domain;
Nirapac( Wy, DOM,)

z Rgrreac(Ws DOM,)

measure of the frequency of the key concept w;, in the

P(w, | DOM,) = P(w, | DOM,) is a

documents which belong to domain DOM,. The be-
longingness is determined by occurrences of the
DOM, within the document.

5 Experimental Results

We now provide experimental results to illustrate
the behavior of our model (namely Model X). Due to
the restriction of the word knowledge base, Model X
can only serve the Chinese information retrieval at
present. Our experiments are made in a Chinese cir-
cumstance.

The test collections are chosen from TREC6,
which are originally designed for both the Chinese
monolingual information retrieval and English-Chi-
nese cross-language information retrieval. It is 170
MB as raw text. There are 26 topics constructed, and
the topics are supplied in both English and Chinese, In
our experiments, we just use the Chinese topics.

The value of parameters u and A should be eval-
uated. The results obtained by different queries are af-
fected by different parameters. We test a set of values
of w, including 300, 500, 800, 1 000, 1 500, 3 000,
5000, 8 000 and a set of values of A, including
0.000 1, 0.001, 0.005, 0.01, 0.04, 0.1, 0.4. The
highest performance of the experimental system occurs
when g is equal to 3000 and A is equal to 0. 01, so we
choose 3 000 and 0. 01 as the standard value of y and
A

Two other IR models are also tested in our exper-
iment for comparison. One is the Jelinek-Mercer mod-
el-based IR system based on term frequency, and the
other is the Bayesian model-based IR system based on
term frequency. The test results of these three approa-
ches and the average precision over all relevant docs
are given in Tab. 1.

The results are compared in Fig. 2, which is simi-
lar to ROC (receiver operating characteristic). A lar-
ger area below the curve indicates the higher perform-
ance of the system.
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Tab.1 Recall level precision %
Precision
Recall - -
Jelinek-Merce Bayesian Model X
0 70. 00 70. 00 82. 00
0.1 64. 16 65. 21 71.02
0.2 58.12 52.56 59.41
0.3 50.28 52.29 57.43
0.4 48.37 50. 42 55.76
0.5 35.86 37.76 47.89
0.6 31.03 35.21 45.42
0.7 22.27 27.31 32.58
0.8 18.34 22.37 22.37
0.9 14.91 16. 87 19.12
1.0 6.12 6.10 6.16
Average 34.95 36. 61 45.38
0.9 .

0.8Lx —==— Jelinek- Mercer

0.7k N —O— Bayesian

' —x— Model X

.O 1 1 1 1 L L
0 0.2 0.4 0.6 0.8 1.0

Recall
Fig.2 Comparison of results

The experiment shows that the precision of Mod-
el X increases more evidently than the other two sys-
tems when the recall decreases. The reason for obtai-
ning the superior results of Model X is that the word
sense ambiguities are better solved by translating the
words into their concept forms via the strategies of
word sense and sentence category. Another reason is
that Model X distinguishes the concepts which have
different semantic importance in the formalized con-
tent framework. The content framework can greatly
help the searching method to discriminatingly process
every concept which appears in different positions of
the sentences and disregard the isolated word con-
cepts.

We also find that some inappropriate documents
that consist of many complex sentences are inevitably
involved in the query results of Model X due to the
fact that the complex sentences cannot be analyzed ac-
curately. It is an accessional factor that depresses the
system behavior. One factor is the performance of the
sentence category analysis system; the other is the ap-
proach used to tackle the new words in the documents
and queries. The latter has been settled by finding the
words via concept extracting strategies and processing
the new words as integrated concepts.

6 Conclusion

Formalizing the content of a document and resol-
ving the word sense ambiguity are two important is-
sues in information retrieval. The IR approach we
present in this paper is a combination of, and takes full
advantage of, the semantics and the statistics. This ap-
proach can well resolve word sense ambiguity and
solve the problem concerning equivalent words. This
approach abstracts the meaning of a document using
two concept vector spaces based on the content frame-
work. One vector focuses on the domain category of
the document. Another focuses on the content detail.
A smoothing method considering the two vector
spaces is presented in this paper. A domain language
model is introduced into the smoothing method for
bridging the gap between the document model and the
collection model. Consequently, each document can be
used to compute the query likelihood via the domain
language model.
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