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Abstract: In order to solve the problem of information retrieval on the semantic web, a new semantic

information retrieval ( SIR) model for searching ontologies on the semantic web is proposed. First, SIR

transformed domain ontologies into global ontologies. Then semantic index terms were extracted from these

global ontologies. Based on semantic index terms, logical inferences can be performed and the logical views of

the concept can be obtained. These logical views represent the expanded meaning of the concept. Using logical

views, SIR can perform the information retrieval and inferences based on the semantic relationships in the

documents, not only on the syntactic analysis of the documents. SIR can significantly enhance the recall and

precision of the information retrieval by the semantic inference. Finally, the practicability of the SIR model is

analyzed.
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Information retrieval (IR) on the web is a hot
topic and attracts many researchers at present. The
purpose of IR is to find useful information from the
web documents set. At present, the web search engines
such as google and yahoo have always performed IR
based on keywords. As such, the IR model may be
efficient, but it is not directly suitable for indexing and
retrieval on the semantic markup. And retrieval and
semantic inference cannot interact and improve togeth-
er. The most important reason causing the unsatisfac-
tory situation is that the search engine cannot under-
stand the semantics.

In order to improve the situation, a semantic web
(SW)!'"!" is proposed, in which the machine-under-
standable semantic markups are used to tag the seman-
tics in the documents. With the development of the
SW, the need to develop efficient IR, is urgent. Many
models have been developed for solving the prob-
lem”™" . The most studied method for the IR on the
SW, such as that adopted by OWLIR, MELISA and
LoLal.i is using the domain ontologies and local
knowledge base to perform the logic inference and
conduct IR by current web search engines. This meth-
od can perform semantic inference. Since there are
limitations in the domain ontologies and local knowl-
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edge base, this method may have difficulties when ap-
plied to the entire SW.

In order to improve the situation, the semantic in-
dex term for semantic inference and IR in semantic in-
formation retrieval (SIR) model are introduced.

1 Framework of SIR Model

To explore the tight integration of information re-
trieval and semantic inference, we propose a frame-
work of the SIR model designed to meet the following
desiderata: First, the framework must support the IR
and semantic inference at the same time. Secondly, the
SIR model should be easily modified to be applied to
the current dominant web search engines, which can
save resources and facilitate software reuse. Finally,
the SIR model should be friendly to the users as well
as being highly efficient.

The SIR model uses the framework shown in
Fig. 1 to solve the problems above. The framework
can be divided into four parts: First, the domain ontol-
ogies on the SW are transformed into global ontolo-
gies; secondly, the semantic index terms are extracted
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Fig.1 Framework of the SIR model
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from the global ontologies; thirdly, semantic inference
is performed based on the semantic index terms; fi-
nally, the ranked list is obtained.

2 Design and Implementation of SIR

2.1 Ontology language on semantic web

By markup the metadata on the SW with the se-
mantic terms, ontologies can be used to represent the
shared conception and data sets explicitly. The famil-
iar ontology languages are OWL, RDF(S), DAML +
OIL and so on.

Three increasingly expressive sub-languages are
provided by OWL: They are OWL Lite, OWL DL
and OWL Full. Since OWL Lite is a suitable tradeoff
between expressivity of knowledge and complexity of
reasoning problems, we choose it as the standard on-
tology language in the SIR model. In all the semantic
relations in OWL Lite, the most familiar semantic re-
lations, the sub-, super- and equivalent relations can be
defined by the semantic markup in OWL Lite as
shown in Tab. 1.

Tab.1 Semantic markup provided by OWL Lite
to define the semantic relation

Items Sub/super relation Equivalent relation
Class rdfs: subclassOf EquivalentClass
Object property rdfs: subPropertyOf EquivalentProperty
Datatype property  rdfs: subPropertyOf EquivalentProperty
Individual SameAs

2.2 Generation of global ontology

There is different domain information on the
web, and hence different domain ontologies and do-
main ontology languages. In order to ensure that dif-
ferent information can be indexed and searched, we
should transform the domain ontologies into global
ontologies defined in standard ontology language.
Here, we give the definition of the domain ontologies.

Definition 1
world which people want to describe by knowledge.

Domain means the part of the

Domain conception is the abstraction of the term set,
which is extracted from the tasks of the domain. The
domain ontology can be regarded as an explicit de-
scription of the domain conception and it is usually
defined in ontology language. The domain ontology
can also be defined as {a conception set of this do-
main, or a set of the domain knowledge}.

Definition 2  Suppose that the domain A can be
divided into n subdomains, then the domain ontology
describing A can also be divided into n subdomain on-
tologies.

Since the domain ontologies on the SW are al-

ways defined in different domain ontology languages
to satisfy the needs for domain application and de-
scription, we should transform these domain ontolo-
gies into global ontologies described in standard ontol-
ogy language, in order to improve efficiency, precision
and recall. We also do some integration of domain on-
tologies when it is needed. The transformation in-
tegrates the domain ontologies from the same domain
and describe them in OWL Lite. Then the new ontolo-
gies are generated and we call them global ontologies.
These global ontologies can be regarded as the con-
ception sets in uniform form. The translation mecha-
nism can be achieved with the help of domain experts
and tools such as OilEd"'.

2.3 Semantic index term and logic inference

The terms used by the document can be divided
into six types according to OWL Lite: class, datatype,
object property, datatype property, individual, and data
value. After the generation of the global ontologies,
the terms in the document are also transformed into
semantic markups. So these semantic markups can be
used as the semantic index terms. The semantic index
terms are identified through URIs.

Using the semantic index terms, we can perform
the logic inference and obtain the semantic index
terms set. The semantic relations used in the SIR mod-
el are sub relation, super relation and equivalent rela-
tion. Suppose that x; is a class, ¢; is the sub class of
x;. Then, ¢; e [ C;]. In addition, [ ;] and [ E,] repre-
sent the super class and equivalent class of x;. The
three semantic relations among the six types of seman-
tic index terms can be described by semantic markups
represented in Tab. 1. Logic inference tool
OWLJessKB'"' can be used to accomplish key infer-
ence in OWL Lite, so we can obtain the sub classes,
super classes and equivalent classes of semantic index
terms.

2.4 Information retrieval based on semantic in-
dex terms

Suppose that there is a documents set D on the
SWand D={d,,d,, ....,d,},d, e D(1<j<n);x;is a
semantic index term, [ C;] (1<<i<n) is the set of c;
which is the sub class of x;. Suppose that x, y and z
denote three different strings in document d_/; the se-
mantic index terms representing x, y, and z are ¢, ¢,
and ¢, respectively. Though x, y and z may be differ-
ent in d;, they can all be represented by the semantic
index term c;.

Based on TF-IDF schemes introduced in Ref.
[10], the weight of the semantic index terms set [ X]
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in the document d, w([X,], d) can be calculated as
follows:

w([X,],d) =log(f([X,],d) +1)1°g(§”)

(D
where f([ X,], d) represents the frequency of the se-
mantic index terms set [ X;] appearing in document d;
n is the total number of documents in the documents
set D; and n, represents the number of documents in
which elements from semantic index terms set [ X, ]
appear. Also, the weight of the semantic index terms
set [ X;] in the query ¢ can be obtained from

w([X;], @) =f[X],9) (2)
where w([X,], q) represents the weight, and f([ X,],
d) is the frequency of the semantic index terms set
[X.] appearing in query q.

After the weights w([ C;], d), w([F,], d) and
w([E,],d), which represent the weights of [ C,],
[F,] and [ E,] in the document d, have been obtained
in Eq. (1), the final weight w,, can be calculated by
using Eq. (3).

wu=w([Cl, dk +w([F],dk, +w([E,], d)k,

ki +k, +ky=1; ki, ky, ky =0 (3)
where w,, is the final weight of the semantic index
terms set [ X;] in document d; and k,, k, and k, are the
coefficients of w([ C,],d), w([F,],d) and w([E,],
d), respectively. The coefficients k,, k, and k, can be
defined according to the user’s information need. For
instance, if the user wants to search only the super re-
lationship of the query, then we can define k, and k;
as 0, and k, as 1. Hence, only the super relationship of
the query will be considered.

By using Egs. (1) and (3), we can obtain the
logic view of dj, and dj = {WU, Wojs +ees w,j}. w, is the
weight of the number ¢ semantic index terms set [ X, ]
in the number j document d; in documents set D. This
logic view reflects the semantics of semantic index
terms. At the same time, in the logic view of g =
{wlq, Wags s
semantic index terms set [ X,] in the query g. The

w,}, w, is the weight of the number ¢

ranking function is represented as follows:

i
Z WiiWig
i=1
i

2 Wy X Wi,

i=1 i=1

The value range of fis [0, 2], and it represents

(4)

the similarity between g and document d,. This rank-
ing function defines an ordering among the documents
in D with regard to g.

3 Practicability of SIR Model

In this paper, we use precision P and recall R to
evaluate the SIR model.

N N’

P= 7 R = N (5)
where M is the number of retrieved documents, N is
the number of relevant documents, and N’ is the num-
ber of retrieved relevant documents.

Here, we give a scenario of retrieval, which can
reflect the essential differences between the SIR model
and the widely-used keyword-based method. That is
the SIR model relies on the semantic analysis of the
semantic index terms while the keyword-based method
relies on the syntax analysis of the keyword. Suppose
that there is a documents set D, D = {d,, d,, d,, d,,
ds};string s is in d, and d,, and string ¢ is in d, and
ds. There is semantic index term S used to markup s
and semantic index term 7 used to markup ¢. S and T
belong to the same semantic index terms set [ X;].
String x is in d, and semantic index term R is used to
markup x. R is not the element of [ X,]. The semantic
index terms set [ X;] can represent the user’s informa-
tion need x.

From the statement above, we know that relevant
documents to user’s information need are d,, d,, d,
and d5. However, according to the keyword-based in-
formation retrieval model, which can only perform the
syntax analysis, d,, d, and d, are retrieved. Then the
precision for this model is 0. 67 and recall is 0. 50. At
the same time, according to the SIR model, semantic
analysis can be conducted and the answer set is {d,,
d,, d,, ds}. Then, the recall and precision for the SIR
model are both 1.0. Hence, it shows that the latter
model is better in precision and recall.

4 Conclusion

The SW has gradually changed the current web
by using semantic markup to describe the web content
to facilitate users access to the information. In order to
integrate the logic inference and IR, we propose an IR
model SIR for the SW. In the SIR model, the global
ontologies are generated and the semantic index terms
are extracted from these ontologies. Then, logic infer-
ence is performed based on the semantic index terms
and the ranked list is obtained. Since the SIR model
relies on semantic index terms, not the syntax of key-
words, IR can be performed based on the semantic
analysis and, hence, there are higher recall and preci-
sion.
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