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Abstract: A context memory model and an approach for context query and association discovery are proposed.

The context query is based on a resource description framework (RDF) dataset and SPARQL language. To

discover collaborative associations, an approach of transforming RDF named graphs into “context graph” is

proposed. First, the definitions of the importance of the nodes and the weight assignment for the “context graph”

are given. Secondly, the implementation of a spread activation algorithm based on “context graph” is proposed.

An infrastructure is also built up in the collaborative context space (CCS) system to support context memory

and knowledge discovery in a collaborative environment.
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Context computing can enable computing environ-
ments to provide enhanced context information serv-
ices. In the area of CSCW, context can be defined as
any information that can be used to characterize the sit-
uation of entities in a collaboration space''’. The infor-
mation space can be constructed where the context data
is sensed, acquired, stored, retrieved and inferred in or-
der to present useful information according to user
needs.

Until recently, most context-aware applications
only allow storage of a context entity along with its at-
tributes and queries on various attributes of an entity.
However, sometimes more complex query and retrieval
techniques are required, especially in the area of
CSCW. For example, in a collaborative environment, a
user may need not only to track the word documents
modified during October 2005 by someone else but also
to identify the potential collaborators on the next task.

The goal of this paper is to present how to imple-
ment complex context query and collaborative associa-

tion discovery based on semantic web technology'” .

1 Context Query

Context memory or organizational memory can be
seen as the complete knowledge of a collaborative
group collected over the time of its existence. In our
previous work™ | we classified the contextual informa-
tion into eight categories (i. e., person context, task
context, interactive context, artifact context, tool con-
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text, collaboration control context, environment context
and historical context) and defined an ontology for
contextual collaborative applications ( OCCA) by
OWL"' maintained by Protégé 3.0"'. OCCA makes a
good basis for the specification and query of context
memory. Continuing the work, we define context mem-
ories as RDF datasets composed of person context
memory, task context memory and artifact memory etc.
Each context memory CM, is formally defined as an
RDF dataset.
Definition 1 Context memory
CM, = {Cxt, ({u, ), Cxt,), ({uy), Cxt,), ...,
({u,), Cxt,))

where (u,) is a URI and is distinct from each other;
Cxt is the aggregate graph; ({u,), Cxt,) is the named
graph; and Cxt, is a set of facts and the situation with-
in which those facts are believed to be true. When a
new collaborative entity is created or changed, a graph
Cxt is created and stored into CM together with the
situation.

A set of context query services are developed
based on Jena API"' which utilizes SPARQL as the
query language providing simple select query, simple
combination and inference query.

2 Collaborative Association Discovery

RDF query languages such as SPARQL allow the
discovery of all resources that are linked to a particu-
lar resource by an ordered set of specific relation-
ships. However, it cannot be used directly to query the
relationships between entities. This section sets out to
implement semantic association discovery in RDF-
named graphs for context-aware collaborative environ-
ments based on the notion of “semantic association
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181 which is used to deter-

identification and discovery
mine the semantic association among resources in an
RDF graph.

2.1 Spread activation algorithm

The spread activation (SA) technique is one of
the most frequently adopted processing frameworks for
semantic networks. It has been successfully deployed in
information retrieval applications. Recently some inter-
esting systems have begun to use SA to process ontolo-
gy'"™ . Favoring the idea, we envision it to be an inter-
esting choice of knowledge processing algorithms for
the RDF dataset.

The pure spread activation model is quite simple.
Given a network data structure consisting of nodes con-
nected by links, the processing process starts from one
or several nodes and spreads to other nodes until some
restriction conditions are satisfied. There are many
ways of spreading the activation over the network. In
its simplest form, the SA algorithm computes the input
value of node j using the following formula:

I = Z Ow;

where [, is the total input of node j; O, is the output of
unit i connected to node j; w; is a weight associated with
the link connecting node i to node j. Please refer to the
survey paper'” for the detailed description of the SA
technique. There are two points in the SA algorithm. One
is the initial value of the start nodes, the other is the
weight associated with the link between nodes.

In the following, we will discuss how to calculate
the initial value of the nodes and the strength value of

the edge in the context of collaborative environments.
2.2 Context graph and resource importance

In our approach, ontologies and their instances
are represented as RDF datasets. The background
graph stores the URI of the named graphs and the de-
scription of the entities. The named graphs can be seen
as the description of the context or situation of those
entities. For different entities, the context may intersect
at different nodes. For instance, Alice and Bob may
attend an identical task at different times and different
places. Therefore, the named graphs describing the ac-
tivity intersect at the common task. In fact, every enti-
ty in background graphs intersects other entities
through their named graphs. Thus, the entities in the
background graphs are linked together forming a new
graph called a context graph (see Fig. 1). To do so,
nodes of certain classes in the background graph are
first selected and inserted into the context graph and
then edge is added to link two nodes if there are com-
mon entities in the named graphs.

The edges in the context graph have no direc-
tion. In general, those nodes in context graph with
more degrees are more important than others. Differ-
ent from traditional graphs, the degree of nodes is de-
pendent on the weight of edges. For example, the rela-
tionship that two persons work together on a task is
more important than the relationship that two persons
work in a common place.

Based on this idea, we give the following formula
to calculate the resource importance in a context graph.
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Fig.1 Context graph
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Definition 2 Resource importance

Let r be a resource in context graph, N, be the to-
tal number of entities in its named graphs, N, be the
number of common entities with other resources,
wt(e) be the weight of common entities in the named
graphs, then the importance of the resource is calculat-
ed as

R(r) = e;g x:wt( e)

It is very important to calculate the weight of
each edge in context graphs.
2.3 Weight assignment

Weight assignment is application dependent. We
only consider the following weight assignment method
for discovering the association among persons.

Joint weight If two persons take part in a com-
mon activity frequently, the relationship between them
is very close. It is possible to assign a weight to the
link between two person instances using the statistical
value of the joint activity. Suppose that two persons
have taken part in n activities. We use vectors of n
dimension to distinguish one person from another.
Tab. 1 gives an example of P, and P, with n =4.

Tab.1 Person by activity coordinate

Person Activity 1~ Activity 2 Activity 3 Activity 4
P, 3 2 0 1
P, 2 0 1 0

P, has coordinates (3,2,0,1) and P, has coordi-
nates (2,0,1,0). The weight of the edge between P,
and P, is calculated by normalizing their correlation
coefficients as follows.

Definition 3 Joint activity weight

Z(Plk _Pl)(sz —P2) +1
k=1

Wt( eP], P2) activity

2 S - S, -py

n

where 7 is the number of activities, P, = Lz P,
n =
1 n
P, = 2 sz
n =
The wt( €) i, ranges from O to 1. The greater

the weight, the more closely related the two persons.
Taking the example of Tab. I, the result is 0. 702 26.

The weight of the joint task simply counts how
frequently two individuals are performing activities for
the same task. If individuals frequently work together
on tasks, they will have a stronger relationship than in-
dividuals rarely working together.

The joint task weight of an edge e is defined as
follows.

Definition 4 Joint task weight
1

task =1 _#7

where #t¢ is the number of common tasks.

wt( e)

When considering entities of an artifact, some is-
sues arise. Two persons may not work on a common
artifact, but they may work on the same type of arti-
fact. Fig. 1 depicts this situation. P, and P, have modi-
fied Artifact 1 and Artifact 3. They are both C. S. re-
lated documents. Although the artifacts are different
from each other, they often have similar interests in
the C. S. domain. The artifact instances with their su-
perclass and subclass form a hierarchy. Those lower in
the hierarchy can be considered to be more specialized
instances than those higher in the hierarchy. The intui-
tion is assigning more weights to the edge with more
specific common artifacts because they convey more
meaning than general common artifact types.

Let #A be the number of joint artifacts, H, be the
position of the artifact in its hierarchy H and |H| be
the height of the artifact hierarchy. The class/instance
at the top has value 1 and the value of the lower
class/instance adds one to each layer. The weight of
the edge between two persons with a common artifact
is given by the following definition.

Definition 5 Joint artifact weight

1
HA(H,/[HI)
When considering the re-

wt( e) =

artifact

User-defined weight
lationship between two persons, the interests of the us-
ers are important. Persons with similar interests may
have closer relationships than others. As no interests
of users are taken into account in the joint weight for-
mula, we give the following measure to make up for
the deficiencies. Our method, called user-defined
weight in this paper, adopts Aleman-Meza’s context
weight to named graphs.

First, a region of interests is defined as a subset
of classes (entities) and properties of OWL ontology.
The region may vary at class level, property level and
instance level. Details of region definition at class lev-
el and property level are discussed in Ref. [ 10]. The
specification of instance restrictions is similar to that
of class level. A region R, is described as an XML
segmentation and has a weight r,.

The calculation of user-defined weight is similar
to that of joint activity weight. Let N be the total num-
ber of entity, property and instance elements in user-
defined regions R (from R, to R, suppose they do not
intersect with each other), P, be the total number of
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components in P’s named graphs that are identical to
the k-th element in the user-defined region R, and r;
be the weight attributed to that region R;. Then a per-
son P can be denoted as a vector of N dimensions,
where each element in this vector equals the product
of P, and r,.

Definition 6 User-defined weight

Wt( epl, Pz) user-defined —
N

2(r1P1k _Pl)(riPZk _Pz) +1

k=1

zjzuak _p)

N N
where P, =%ZriPlk,P2 =%z”ipzk-
k=1 k=1

Till now, we have defined the weight of the edge

(sz _Pz)z

M =

k=

between two persons with joint tasks, joint activities
and joint artifacts. With these definitions, the overall
weight of edge with joint entities, denoted by wt(e),
is defined as follows:
wt(e) =k, wt(e) +k,wt(e) g +

kywt(e) +k,wt(e)
where k,, k,, k, and k, are specific with applications
such that k, +k, +k; +k, =1.
2.4 Implementation

activity

artifact user-defined

Based on the discussion above, we can apply the
SA algorithm to search collaborative associations in
ContextGraph for collaborative environments. The al-
gorithm to find the most associated collaborators for a
given person p is as follows:

1) Let currP be the current person object. Initial-
ize a queue called AssociationQueue with one person
object p and set its value to R(p).

2) While AssociationQueue is not empty and the
stop condition (e. g., the number of traversed persons
has reached a maximum value) is not satisfied:

(D Fetch a person object as currP from Associa-
tionQueue which has a maximum importance value.

) For every edge e of currP in the Context-
Graph:

Let destP be the end of e, and add destP to As-
sociationQueue or update it if it is already in Associa-
tionQueue to value R(destP) + wt(e) R(currP).

3) Return person objects in AssociationQueue
and their value associated with currP.

3 Case Study

To demonstrate our ideas, a prototype system
called CCS (collaborative context space) is developed
as shown in Fig. 2. CCS is a new extension to LA-

Grid"""! service-oriented middleware. It is based on
LAGrid middleware where CCS integrates several col-
laborative tools and supplies context services in con-
text manager including context query service and col-
laborative association discovery service.

! Web based | |
| @ collaboration space | |
view :

r e | 1
. Il Context [V !l Service |! !/Collaboration|
égrrlmtd»l XBI%IEQDF I manager : : matcher : : management ||
I 1l 1l i
I Jena 1| 1 1|Collaborationj

; framework : : ‘Reg 0 : : bus

Fig.2 The architecture of CCS

In CCS, users can not only query context infor-
mation based on certain fields, but also can track the
collaboration results based on complex relationships
between the collaborative entities in a very flexible
and exact way. When a query results in overload, CCS
uses the context query language to make some restric-
tions. Moreover, users in CCS can always discover
new opportunities to cooperate with others when their
working context changes.

4 Related Work

In COBRA"?', context query is based on an on-
tology model and supports context reasoning. Our ap-
proach is to describe context as named graphs based
on RDF dataset. Then we can memorize the context of
each entity over time for later track which is not sup-
ported in COBRA.

The work presented in ONTOCOPI'"! describes a
system for identifying community of practices ( COPs)
in an organization. Though the spread activation algo-
rithm is utilized in their work as is done in our work,
the weight of edge is given by hand in ONTOCOPI
instead of being calculated automatically according a
quantitative formula as in our work.

Another interesting work related to ours was
presented in Ref. [ 13]. The event logs are specified
based on an XML schema. Our work specifies event
as an RDF dataset and the schema is based on OWL
ontology. New event properties and new event class of
specialization can be added into OCCA, which is im-
possible in Ref. [ 13]. Semantic association is also
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studied in Ref. [6]. It calculates a weight for a rela-
tion instance using simple addition operation. The
method of calculating weight in our work is to denote
each entity as a multidimensional vector and measure
the similarity between two entities.

5 Conclusion and Future Work

This paper presents an approach for query con-
text memory and finding collaborative association in a
collaborative environment. The work reported is a
unique attempt to encourage more research on context
awareness and context sharing in the area of CSCW,
and to use semantic web technology to build a test bed
for collaboration.

Although only one test case has been evaluated
qualitatively due to the limitation of existing RDF data
collection in collaboration domain, it suffices to show
the significance of applying semantic web technolo-
gies to collaborative application. In the future, we will
perform quantitative evaluation on real world data.
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