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Using ontology semantics to improve text documents clustering
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Abstract: In order to improve the clustering results and select in the results, the ontology semantic is combined

with document clustering. A new document clustering algorithm based WordNet in the phrase of document

processing is proposed. First, every word vector by new entities is extended after the documents are represented

by tf-idf. Then the feature extracting algorithm is applied for the documents. Finally, the algorithm of ontology

aggregation clustering (OAC) is proposed to improve the result of document clustering. Experiments are based

on the data set of Reuters 20 News Group, and experimental results are compared with the results obtained by

mutual information( MI). The conclusion draws that the proposed algorithm of document clustering based on
ontology is better than the other existed clustering algorithms such as MNB, CLUTO, co-clustering, etc.
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With the volume of knowledge and information
available to computer users increasing at an ever accel-
erating rate, the need for an effective mechanism to or-
ganize not only information, but also knowledge be-
comes critically important. Document clustering tech-
niques have been employed frequently to support the
organization and retrieval of information'" . One current
problem of information retrieval systems is that it is not
readily possible to automatically extract meaning from
the relevant results of a query in order to support the
user in the search process. One main reason for this is
that the web is initially designed to direct human use'”
and thus documents do not provide machine readable
semantic annotations.

The concept of the semantic web proposed by
Berners-Lee'”' outlined the idea of using machine-pro-
cessable semantics assigned to each available informa-
tion resource, which started a new evolution of the
world wide web. This approach should provide the pos-
sibility to sorting and structuring information in order
to access and retrieve content more precisely. Howev-
er, there are currently only a few web pages that pro-
vide semantic annotations, so we decided to use the al-
ready available external resources (in our case, ontolo-
gies) to assign meaning to documents in relation to a
given query. The idea is to disambiguate their content
similar to a user who is searching for information. At
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present, users have to navigate among many documents
to select the relevant documents that they really re-
quire, because current retrieval systems do not provide
such semantic information.

1 Ontolgoies and Lexicons

An ontology is a formal specification of a concep-
tualization of a domain of interest. It specifies a set of
constraints, which declare what should necessarily hold
in any possible world. The intention is to build a com-
plete world model for describing the semantics of in-
formation exchange. Especially in the area of artificial
intelligence, ontologies are being used in order to fa-
cilitate knowledge sharing and reuse. Ontologies and
lexicons are the core elements of our method.

Definition 1 Ontological layer: An ontology
0. ={C, P, H,,, ROOT}, which consists of (D) A set of
classes C (also means a set of concepts); (2) Properties
P, one class C may have many properties; 3) A class
hierarchy H_: Classes are taxonomically related by the
directed, acyclic, transitive, reflexive relation H,
(H,(C,, C,) means that C, is a sub-class of C,); @ A
property hierarchy H : defined analogously to H.; ® A
top class ROOT e C, for all ¢ e C it holds: H(C,
ROOT); (6 The ontological layer defines the concepts
for preprocessing and selection of relevant views onto
the set of texts. Here, we use, roughly, correspondence
to the basic structures used in the famous WordNet'*' .

Definition 2 Lexicon for an ontology: A lexicon
for an ontology O is a set of terms. It is a tuple Lex: =
(S,, Ref.) consisting of a set of S, whose elements are
called signs for concepts(symbols) and a relation Ref.
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CS, x C called lexical reference for concepts, where
(C, C) eRef. holds for all ce CNS,. Based on Ref,
for s € S., we define Ref.(s): ={ceC | (s, ¢) e
Ref..}.

The definition allows ( n: m)-relations between
lexical entries and ontological entities; that is, a lexi-
cal entry may refer to several classes or properties and
one class or property may be referenced by several lex-
ical entries. Examples for the lexical layer could be

“pork’}.
2  Our Method

Both clustering and classification may benefit
from the integration of prior external class knowledge,
which reflects specific classification concepts or organi-
zation goals. The incorporation of domain knowledge
into clustering can be applied in several phases. Fig. 1
illustrates three main stages at which ontology can be

{*Airplane”, ““ Aeroplane”, “Plane”} or {“beef”, employed.
Ontology Ontology Ontology
Defining Features Document Defining

Documents —=

features [™| selection
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™ similarity

Fig.1 Stages of document clustering using ontology

2.1 Document preprocessing

Documents may be represented by a wide range of
different feature descriptions. Here, we use the vector
space model (VSM), as described in the work of Sal-
ton et al. (1975), in which a document is represented as
a vector or “bag of words”; i.e., by the “words” it
contains their frequency, regardless of their order. The
basic idea of VSM is using a vector to represent docu-
, W), where W, is the weight of
the i-th feature term. Generally, we select letters, words

ments, as (W,, W,, ...

or phrases as feature terms. Experiments have shown
that using terms as feature terms is better than letters
and phrases. So we represent documents as a vector in
vector space. The immediate drawback of this basic ap-
proach for document preprocessing is that if a docu-
ment has many features in vector space, the clustering
task will have to work in high-dimensional space where
each word is seen as a potential attribute for a text.
Empirical and mathematical analysis, however, has
shown that clustering is inefficient in high-dimensional
spaces and is difficult in theory. The technique we
adopt in reducing the dimensions of clustering is based
on the following steps.

1) Document representation

Let us first consider documents to be bags of
terms. Let tf(d, r) be the absolute frequency of term ¢
e T in document d € D, where D is the set of docu-
t,} is the set all different
terms occurring in D. Term vectors ¢, = {tf(d, t,), ...,

ments and T = {¢,, t,, ...,

tf(d, t,)) }. Here, we extend each term vector £, by new
entries for WordNet concepts ¢ appearing in the docu-
ment set. Thus, the vector ¢, is replaced by the concate-
nation of £, and c,, where c¢,;: = (cf(d, ¢,), ...,
cf(d, c;)) is the concept vector with [ = | C| and cf(d,
c) denotes the frequency that a concept ¢ e C appears

in a document d as indicated by applying the reference
relation Ref.. to all terms in the document d, where cf
(d,c): =tf(d, {teTlceRef.(1)}).

2) Stopword removal, stemming and pruning

Stopwords are words which are considered as non-
descriptive within a “bag of words” approach. Follow-
ing common practice, we remove stopwords from 7,
using a standard list with 571 stopwords. We process
our text documents using the Porter stemmer intro-
duced in Ref. [5].

3) Weighting

Weights are assigned to give an indication of the
importance of a word. The most trivial weight is the
word-frequency. However, more sophisticated methods
can provide better results. Throughout this work, we
use the information retrieval measure tf-idf in selecting
terms.

4) Tag the corpus

After the steps above we tag the corpus in order to
find concepts and examine the effect of clustering. Here
the concepts are produced not only by terms but also
the term arrays are produced by suffix arrays. The ex-
periment shows that tagging naive word sense disam-
biguation can help to improve clustering results.
2.2 Feature selection

The amount of words constituting texts is quite
huge, and the dimension expressing vector space of
texts is great, in the tens of thousands. So we need to
reduce the dimensionality of data. There are two rea-
sons for doing that. First, improve running speed to in-
crease efficiency. Secondly, the significances of all the
words for text classification are not the same. Some
general words appearing in all kinds of documents ren-
der little contribution for classification, but the words
with proportions in special classes is large while the
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proportions in other classes have little contribution for
classification. To improve the precision of classifica-
tion, for each class, we should remove the words which
do not possess strong expressive power, and select the
set of feature items of each class.

Algorithm 1 Feature extraction

Input: The set of classes and words in each class.

Output: The set of feature items.

Initially, the set of feature items includes the
words in all classes.

Let {C,;}!_, denote the set of categories in the tar-
get space. The information gain of term ¢ is defined to
be

G(1) = = Y P(c)logP(c) +
i=1
i=1

Y Pe; | DlogP (e, |1 (1)

For all the words in the class, we compute the IG val-
ues and order them.

Selecting certain amounts of words as feature
items offers no proper solution to the question of how
many feature items we should select. The general meth-
od is providing initial values first ( the initial value
should be several thousand), then ensuring optimum
value by experimental testing and statistical results.

For all training words in each class, we reduce the
vector dimension to simplify the expression of vector
by selecting feature items.

2.3 Integrating ontology into clustering

A word in different contexts may contain different
concepts, thus a word may be placed in different syn-
sets, from different hypernym trees. For example ( see
Fig.2), to look up the hypernym of the word orange
with the color concept, the left hypernym tree should
be followed'® . The hypernym for orange with the color
concept is color, but with the fruit concept it is edible
fruit. Based on these studies we choose to classify doc-
uments using the hypernyms ( the superordinate
words), the hyponyms (the subordinate words) and the
relevant glosses. We use the hypernymy relation be-
cause it describes the superordinate word of our search
words ( words that are more generic), and thus sepa-
rates one meaning from another. Instead of using only
the superordinate hyperonym of the word, we extract
all hyperonyms until we reach the primitive of the
word. It means that we separate a category from anoth-
er where they intersect. We also decide to use the hy-
ponymy relation, because with this relation all subordi-

nated words related to a word are included. Both of
these relations describe the restricting context. We also
choose to use the glosses (human readable descriptions
of the words) included in the WordNet ontology, be-
cause they give a deeper description of the synsets ele-
ments of words that are frequently used in this specific
semantic context.

Edible fruit
[ Chromatic color | [ Citrus | [ Apple |

I Yellowl | Red I I Orangel

Fig.2 An example of hierarchically semantic relationships
among words

From Fig.2, we can see that the principal idea is
that if a term like “orange” appears, one does not only
represent the document by the concept corresponding to
“orange”, but also by the concepts corresponding to
“color” and “edible fruit” etc.

The following procedure realizes this idea by
adding to the concept frequency of higher level con-
cepts in a document d the frequencies that their sub-
concepts appear. The vectors we consider are of the
form ¢,: ={tf(d,t,), ..., tf(d, t,), cf(d, c,), ..., cf(d,
¢,) }. Then the frequencies of the concept vector part
are updated in the following way: For all ¢ € C, replace

cf(d, c) by ct'(d,c): = z cf(d, b) , where

beH(c.r)
H(e,r): ={c"| depy o, eCie<e, <...<¢; =c,
O<sis<r} (2)

After the document vectors are assigned to their
respective WordNet subconcepts'’', we use the ontolo-
gy aggregation clustering algorithm to fine-tune our re-
sults. We use the number of classes obtained from the
ontology for the number of clusters & and start the clus-
tering process using the ontology subconcepts as initial
cluster centers.

The ontology aggregation clustering algorithm
computes the cluster centers. Each object is assigned to
the closest cluster center. Then the cluster centers are
recalculated as the average of the document vectors as-
signed to the cluster. This process is repeated until
there are no more changes to the cluster centers. The
pseudo code description of ontology aggregation cluste-
ring algorithm is as follows.

Algorithm 2
(OAC)

Input: Document vectors and the number of docu-

Ontology aggregation clustering

ment 7, cluster number k, the set of concepts c.
Output: The cluster in which the document is.
Initialize the k clusters,
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Use WordNet, then let ¢ be the set of centers of
all clusters,

Repeat

Fori=1 to n do {

Based on the average value of objects in a clus-
ter, classify the object with the closest cluster again}

For j =1 to k do {

Calculate new cluster center using average of doc-
ument vectors assigned to the cluster}

Continue until no more reallocations of documents
occur.

3 Experiments and Results

In our experiments we use Reuters 20 News
Groups data and a number of datasets from the CLUTO
toolkit'™ . These datasets provide a good representation
of different characteristics: number of documents ranges
from 204 to 19 949, number of terms from 5 832 to
43 586, number of classes from 3 to 20, and balance
from 0. 036 to 0. 998.

In the experiments we vary the different strategies
for plain term vector representation and for vector rep-
resentations using ontology as elaborated above. Here
we use MI(mutual information) to analyze the results
of clustering, and the definition of normalized mutual
information(NMI) using geometrical method, as given
in Ref. [9]. In practice, we use a sample estimate

z ”h,llOg( nnh‘,)
h,l

n,n,

J( zh‘ n,log %)( Z n,log %)

where 7, is the number of data samples in class &, n,

NMI =

(3)

the number of samples in cluster / and 7, , the number
of data samples in cluster 1. The NMI value is one
where clustering results perfectly match the external
category labels and are close to O for a random partitio-
ning. This is a better measure than purity or entropy,

B 1n our

which is biased towards high k solutions
experiments, we use NMI as the evaluation criterion.
Tab. 1

Tab.1 NMI results on Reuters 20 News Groups datasets

k 10 20 30 40
MBM 0.18+0.05 0.19+0.03 0.17+0.02 0.18 £0.03
MM 0.52+0.02 0.54+0.04 0.54+0.04 0.56+0.02
CLUTO 0.55+0.02 0.58+0.01 0.58+0.01 0.57+0.01

Co-clustering ~ 0.36+0.01 0.46+0.01 0.50+0.01 0.51+0.01
mvMF-clustering  0.57 £0.03 0.59 +0.02 0.57 +0.01 0.56 +0.01
Ontology-clustering 0.64 +0.02 0.66+0.03 0.62+0.01 0.61 +£0.01

shows the results on Reuters 20 News Groups, from
which it can obviously be seen that using MI, the on-

tology-based clustering method outperforms other

methods.
4 Conclusion

In this paper, we discuss a way of incorporating
ontology—WordNet into a representation for text docu-
ment clustering in order to improve clustering results.
We have performed evaluations on the Reuters data
set. It shows that the proposed algorithm of document
clustering based on ontology is better than the other ex-
isting clustering algorithms such as MNB, CLUTO, co-
clustering, etc.
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