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Ontology-based similarity measure for text clustering
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Abstract: A method that combines category-based and keyword-based concepts for a better information retrieval

system is introduced. To improve document clustering, a document similarity measure based on cosine vector

and keywords frequency in documents is proposed, but also with an input ontology. The ontology is domain

specific and includes a list of keywords organized by degree of importance to the categories of the ontology, and

by means of semantic knowledge, the ontology can improve the effects of document similarity measure and

feedback of information retrieval systems. Two approaches to evaluating the performance of this similarity

measure and the comparison with standard cosine vector similarity measure are also described.
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Information retrieval systems (IRS) such as web
search engines and document database retrieval systems
are playing an important role in people’s daily lives.
However, most current IRS, especially web search en-
gines are mainly based on keyword-based search/re-
trieval and may retrieve documents which are not rele-
vant to a query, or may not retrieve all relevant docu-
ments.

To address this issue, some search engines also in-
clude category-based searches. Obviously, a search en-
gine will be more user friendly and easier to maintain
if there is a system that automatically generates and
uses human-like categories. Much research related to
the issue has been done and Frakes et al. ' developed
the classic references. In the most recent IRSs, docu-
ments are modeled using the vector space, where the
product of term frequency (TF) and the inverse docu-
ment frequency (IDF) have been proposed as term-
weighting schemes. The cosine vector similarity and
Euclidean distance measures are widely applied. A
clustering is a type of classification of a set of objects.
There are hierarchical and partitioned clustering meth-
ods. Some implementations of clustering algorithms
were proposed in Refs. [3 —4]. Clustering has been ap-
plied to documents in Refs. [5 — 6] for organization,
summarization and location of topics. Other artificial
intelligence approaches to classification of documents
have been reported in Refs. [7 — 8] where machine
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learning is emphasized.

WordNet'” and HowNet'"”' are of lexical data-
base, where words are organized by different types of
relationships. Such thesauri can be used as an input on-
tology to our clustering technique. In Refs. [11 — 12],
related work has been done, where words are clustered
to produce such relationships. This paper focuses on the
use of ontology-based similarity measures that combine
category and keyword-based information to generate
document clusters of improved quality.

1  Similarity and Distance Measures for
Documents

1.1 Cosine vector similarity measure

In the case of a t-dimensional space, if the number
of distinct keywords in the total collection of document
is ¢, and a document d, in the collection is represented
by the vector d;, = {w;, w,, ..., w, }, then the cosine

vector similarity between document d; and d; is defined

as
z (wikwjk)
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Baeza-Yates et al. ') gave a motivation for the co-
sine vector similarity measure by arguing that the sum
of the products of the frequency of corresponding key-
words (or vector dot product) between two documents
is a good indicator of the similarity between those doc-
uments. It was also pointed out that, to avoid the prob-
lem of discriminating against smaller documents in fa-
vor of larger ones, a normalization by the length of the
document vector is in order. Now, we first set out to
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understand how normalization affects document simi-
larity measure.

Definition 1 Let d, be any document represented
by the vector d, = {w,, w,, ..., w, }, and let a be any
positive real number. We define the scaling normaliza-

tion of document d; by a (scalar-document product) as
the document %d,, represented by the vector %d,.. The
k-th component of the normalized vector is

wl =—2% (2)

Proposition 1
measure is invariant with respect to scaling.

The cosine vector similarity

Proof Let d; and d, be any two documents repre-
{wis wp, w, }and dj ={W_,~1v
Wiy eens wjt} in the ¢-dimensional space, and let a and b

sented by vectors d; =

be any two positive real numbers. We shall prove that

mm(% %) = sim(d,, d,) (3)

where sim(d;, d;) is the cosine vector similarity be-
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This result is another form of the property of normal-

tween documents d; and d;.

sim(

SN
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ized cross correlation being independent of scale fac-
tors in Ref. [4].
1.2 Euclidean distance measure and normalization
by document length
Considering that there are ¢ different keywords in
the collection of documents, if the following vector in
the t-dimensional space represents a document d,: d, =
{wy,wy, ..., w, }, then the Euclidean distance can de-
fine the dissimilarity between two documents d; and d;

dis(d,, d,) =\/m (5)
k=1

From Eq. (5), we can see that the Euclidean dis-
tance for the domain of documents shows that the doc-
uments with comparable size tend to be more similar to

as

each other and less similar to other much larger or
much smaller documents, even though all these docu-
ments are semantically similar. In the following, we try
to address this problem by normalizing the documents

vectors by their vector length.

Let document d; be represented by the #-dimen-
..., w; }. We define the
length of document d, as the length of vector d,, that is

=] 2V (6)

We define the normalized document vector as
1

sional vector d;, = {w,, w,,

d,

d :md,- (7
The k-th component of the normalized vector is then
, Wi
Wi = k=1,2,...,¢t (8)

The Euclidean distance between the document
vectors normalized by their length can define the modi-
fied dissimilarity between two documents d; and d; as

dis'(d,d) = |3 (w) —wl)’ (9)

Proposition 2 The Euclidean distance applied to
the normalized document vectors is

follows:

semantically
equivalent to the standard cosine vector similarity
measure. In fact, the cosine vector similarity is quadrat-
ically proportional to the Euclidean distance.

Proof Let d; and d; be any two documents repre-

sented by vectors d; = {w,, w,, ...,w, } and d; = {w,,

Wj, ..., w; } in the ¢-dimensional space. We shall prove
that
dis”(d,, d
sim(d,,d) =1 - % (10)

where sim(d;, d;) is the cosine vector similarity be-
tween documents d; and d;, and dis’(d,, d;) is the Eu-
clidean distance between the normalized document vec-
tors of d; and d,.

t
2
= Z(W[’k _W;k) =
k=1

dis”(d,, d,)

2 (wawy)

(11)

This equation is another form of the cosine law in Ref.

[4].

+1 =2 -2sim(d,, d))
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1.3 Discussion

According to the analysis above, we have shown
that the Euclidean distance applied to the normalized
document vector is semantically equivalent to the
standard cosine vector similarity measure. While the
Euclidean distance has the property of being invariant
with respect to rotation and translation, the cosine vec-
tor measure has the property of being invariant with re-
spect to scaling. In the domain of documents, the latter
property is more important since, for example, we ex-
pect a technical paper or a news report to have a high
similarity measure with regard to their abstract or shor-
ter versions. Moreover, with the advance in the devel-
opment of ontologies and domain specific topical hier-
archies, as in most recent web search engines, the abil-
ity to automatically use the semantics provided by such
knowledge structures is desirable. For those reasons, we
propose a hybrid similarity measure that combines both
keyword-based information and ontology-based knowl-
edge.

2 Ontology-Based Similarity Measure

As discussed in the previous section, the use of
ontology-based knowledge is motivated by the essence
of and the intrinsic properties of the cosine vector simi-
larity measure itself. Keywords that are part of the
same category or topic should mutually contribute with
a greater effect on the similarity of two documents in
which they appear. In this section, we define the pro-
posed ontology-based similarity measure (OBSM) and
a general description of the two approaches used to e-
valuate the performance of OBSM that has also been
provided.

2.1 Principles of the similarity measure

An ontology in the text space can be defined as a
hierarchy of categories. Each category is defined by a
set of keywords, ordered by the degree of importance
with respect to their category. This order is achieved by
associating a weight that measures the importance of a
keyword in that category. Keywords may be part of
many categories. This allows for an overlapping hierar-
chical category structure. The ontology relationships are
obtained by considering the terms as part of concepts.
Combining the ontology with standard keyword-based
similarity, a new semantic to the information retrieval
system is added. The ontology can be constructed from
a term categorization structure such as a thesaurus,
which generally includes synonyms. However, relation-
ships between keywords in the ontology may be gener-
al. Ideally, a domain specific expert should specify

them.

If ¢ is the number of distinct keywords in the
whole collection of documents, s is the number of cate-
gories in the ontology, w,, is the term weight associated
with keyword k and document d;, and w’_, is the weight
of keyword k(k=1,2, ...,¢) with respect to a category
¢, then the ontology-based similarity between two doc-
uments d; and d; represented by the 7-dimensional vec-

tors d; = {w;, wy, ..., w, } and d; ={w;;, wy, ...,w; } is

Ky

> z e z e

= : (12)
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k=1 c=1 k=1

sim(d,, d,) =

where w,, =w,w/,.

The original weight associated with keyword k
and document d, is multiplied by the relative weight of
keyword k with respect to category c. The sum of the
products is performed over all categories. Different
keywords can be identified if they are in the same cate-
gory. This guarantees that if there exists a category to
which many common keywords of documents d; and d,
belong, then the contribution of those keywords is ex-
panded, causing the two documents to be more similar
to each other than to other documents. Therefore, those
documents will have a better chance of being classified
in a cluster that semantically resembles the category of
the input ontology. It is worth noting that we keep the
normalization by the vector length, so that again we
avoid discrimination against smaller documents in favor
of larger ones.

The OBSM can also be used for the similarity be-
tween documents and queries in the case of interactive
information retrieval systems, like a search engine. In
that case, the user may even contribute interactively in
the choice of the categories that may be used to expand
the contribution of the keywords that are entered in the
query.

2.2 Performance evaluation approaches

We considered two different evaluation approa-
ches. In the first approach, we generate clustered data
(here, clustered is in terms of keywords overlap) . This
is similar to the training set approach used in artificial
intelligence based clustering. Then we compute the dis-
tance between these clusters in terms of similarity
measures, using standard cosine vector similarity meas-
ures (CVSM) and OBSM, and we check if the clusters
are preserved. In the second approach, we collect real
documents and cluster them using both similarity meas-
ures.

In the first approach, to evaluate the performance



392 Yan Duanwu, Li Xiaopeng, Wang Lei, and Cheng Xiao

of our technique using OBSM, we need to generate a
set of documents, with keywords drawn from a limited
set of keywords. An ontology is built associating key-
words into different categories, with weights represen-
ting an ordering within a category. A document is then
associated with a category by having more keywords
drawn from that category than any other. We vary the
overlap between documents in terms of the percentage
of common keywords, both within the same cluster (in-
tra-cluster overlap) and from different clusters (inter-
cluster overlap). If a cluster i has n; f-dimensional
points {d,} (k=1,2, ...,
inter-cluster average similarities are defined respective-

n;), then the intra-cluster and

ly as follows:

B B

n(n;, =1) 4=, 11~k
1 — 2s1m(d,k,d (14)

nn}klll

d. =
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sim(d,,d,;) (13)
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For various data sets, we can compute the intra-
cluster and inter-cluster average document similarities.
A data set with a proper clustered structure should ex-
hibit a high intra-cluster similarity, showing a proper
compactness of the clusters, and a low inter-cluster
similarity, showing a proper isolation between clusters.
The second approach is completely different from
the previous one. In fact, in this approach, we need to
collect real documents with no a priori knowledge in
terms of initial cluster structure. Then we cluster the
documents employing a clustering technique, using
both similarity measures: CVSM and OBSM. This is
different from the first approach, where we do not per-
form a clustering. Instead, we need to generate clus-
tered data, where the clustered structure is measured by
overlap in terms of common keywords. Then, we com-
pute the dissimilarity between these clusters in terms of
both similarity measure ( standard cosine vector and the
proposed similarity measure), and we check if and how
well the cluster structure is preserved.

3 Conclusion

Ontology is a valid method to represent domain
specific concepts and their semantic relations under hi-
erarchical categories, and can bring semantic knowl-
edge into information retrieval systems among informa-
tion resource organizing, to perform improved similari-
ty measures for document clustering. The Euclidean
distance applied to the normalized document vector is
semantically equivalent to the standard cosine vector
similarity measure. Motivated by the essence of and in-
trinsic properties of the cosine vector similarity meas-

ure, we propose a hybrid similarity measure that com-
bines both keyword-based information and ontology-
based knowledge and also provide a general description
of the two approaches that can be used to evaluate the
performance of OBSM.
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