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Abstract: To properly compute the ontological similarity, an ontological similarity network-based reasoning

framework is proposed. It structurally integrates extension-based approach, intension-based approach, the

similarity network-based reasoning to exploit the implicit similarity, and the feedback from the context to

validate the similarity measures. A new similarity measure is also presented to construct concept similarity

network, which scales the similarity using the relative depth of the least common super-concept between any two

concepts. Subsequently, the graph theory, instead of predefined knowledge rules, is applied to perform the

similarity network-based reasoning such that the knowledge acquisition can be avoided. The framework has been

applied to text categorization and visualization of high dimensional data. Theory analysis and the experimental

results validate the proposed framework.
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As ontology development becomes increasingly
widespread and collaborative, ontology management in-
evitably meets many challenges. In these challenges, a
fundamental problem is measuring the similarity be-
tween concepts and ontologies. For example, ontology
learning largely depends on the clustering algorithm
that groups instances of a concept together based on the
similarities that are measured between instances''’. On-
tology mapping needs similarity measure to determine
which concept is most similar to each other, so that se-
mantic relationships between them can be defined'” .
Therefore the similarity has been extensively studied.
With shared ontology, the similarity between concepts
is generally calculated by network distance-based
methods and information theory-based methods'' . If
such an ontology is not available, the similarity be-
tween concepts can be calculated using a matching
process over synonym sets, semantic neighborhoods,
and distinguishing features'"'. Simultaneously, a simi-
larity graph is also applied to represent the semantic
neighborhood of a concept such that the similarity can
be calculated using graph computations instead of for-
mal conceptual reasoning'*’. The similarity between
concepts can also be calculated based on the extension
of concepts using the probability theory!'. Based on
the conceptual similarity, the ontological similarity can
be calculated from the lexical and the conceptual lev-
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els'”, particularly from the structured cosine similarity
by exploiting the hierarchical domain structure between
ontologies'”’. The structured cosine similarity has been
applied to text processing domains such as ontology-
based document summarization'®'.

To the best of our knowledge, many works have
studied the similarity from intension and extension in-

dependently"”’

, while the similarity between ontologies
has not been considered in the framework. Particularly
the similarity network-based reasoning has not been ap-
plied to exploit the implicit similarity. This paper pro-
poses an integrated framework that structurally in-
tegrates extension and intension-based approaches, the
similarity network-based reasoning, and the feedback

from the context.

1  Structured Framework for Ontological

Similarity

Any two concepts or ontologies can be regarded
as similar from different perspectives such as from their
intensions and extensions. We present an integrated
framework with three layers to calculate similarity:
concept layer, ontology layer, and application layer, as
shown in Fig. 1.

The concept layer aims to calculate the similarity
between two concepts based on conceptual intensions
(properties), extensions (instances) and specific do-
main context. The calculated similarity between con-
cepts can be applied to construct the concept network,
on which the final conceptual similarity can be calcu-
lated by network-based reasoning. The inferred concep-
tual similarity can be applied to ontology mapping or
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Fig.1 Ontological similarity network framework

to calculate the similarity between ontologies.

The ontology layer is structurally similar to the
first layer. But when computing the direct similarity be-
tween ontologies, except involving the results from in-
stance similarity network of ontology and specific do-
main context, it largely depends on the reasoning re-
sults of concept network. Based on the same principle,
we also construct the ontology network and apply it to
the network-based reasoning. The inferred ontological
similarity can be applied to ontology engineering such
as ontology learning.

The application layer aims to provide feedback to
the first two layers. From the viewpoint of determining
the similarity, the application context has the critical
influence because it is the decisive standard used to
make the judgment whether a measure is reasonable or
not. It,
explicit similarity measure for specific domain such as

therefore, has two functionalities: define the

gene engineering and to validate the defined measures.
This can be performed using the similarity principle
from case-based reasoning. That is, if two concepts are
used in the same context, then these concepts are simi-
lar.

2 Similarity Network-Based Reasoning

2.1 Concept similarity network

Since the similarity between concepts is influ-
enced by their intensions and extensions, it can be inte-
grated by Sim(x, y) = SiM,yepgon (X, ¥), S0 (X,
y)), where f can be linear combination function or geo-
metric average. The related parameters can be assigned
manually or learned through optimization to a training

set.

From conceptual extensions, the similarity be-
tween two concepts can be defined by the joint proba-
bility distribution:

) = _p(xNy)

p(xUy)

where p(z) is the probability that an instance belongs

Slmextension ( X, y

to concept z, which can be calculated by machine
learning techniques'"”’. From conceptual intensions, sim-
ilarity between concepts can be studied from the names
and attributes of concepts. If the shared ontology is
available, the similarity between two concepts can be
computed as Eq. (1) using path distance between con-
cepts in the hierarchical structure underlying the shared
ontology'”':

Zh‘(\) 1
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where £, is the height of the concept node x in the hi-
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erarchy; i, is the height of the concept node y in the
hierarchy; and 4, is the height of the concept node of
greatest depth that is an ancestor of both x and y in the
hierarchy. This measure does not consider the contribu-
tion of path length to the similarity. A better similarity
measure is posited to consider simultaneously the shor-
test path length [ as well as the depth of the subsu-

merm .

Bhyy ~Bhxy

—al€
ethy +e - thy

—€

(2)

Simimension('x’ Y) =¢

Because this measure does not scale the similarity
using the relative depth of the least common super-con-
cept between these two concepts, we combine the
above two measures to define a new measure:

—Bh
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SIMYepgion (X, ¥) =€ P 4o P (3)
where h =2h,/(h, +h,). Now for a set of concepts,
the similarity network can be constructed in terms of
the above similarity measures.

2.2 Ontology similarity network

Based on the similarity between concepts, the vec-
tor-based cosine similarity measure and Euclidean dis-
tance can be adapted to define the similarity between
ontologies. Suppose that two ontologies x and y can be
represented by vectors respectively:

Eal X ¥ = _Zb/y.f
&=

where x; and y; are concepts of the ontology and @, and
b; are their weights. Then we use the structure of the
ontology to define the dot product of two ontologies as

xQy = ; /2:1 abx, ®y, = 12:1 ,Zf a;b;sim(x;, y;)
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From the dot product of the two ontologies, the cosine-
similarity and Euclidean distance-based similarity can
be respectively defined as

xQ®y

sim(x,y) = 4)
VIQ@x VyQy
sim(x, y) = ! (5)

1+ /x@x -2xQy +yQy

Similar to concepts, the similarity network be-
tween ontologies can be constructed using the above
similarity measures.
2.3 Path algebra-based reasoning

Once similarity networks for instances, concepts or
ontologies are constructed, the path algebra can be ap-
plied to calculate their implicit similarity. The similari-
ty network is a directed connected graph G =(V, E),E
CV x V. It has a vertex labeling function f,: V — 3
and an edge similarity labeling f,: E—[O0, 1], where 3
can be a set of instances, concepts and ontologies. Sim-
ilarity network-based reasoning is defined by path alge-
bra on similarity network G.Let P(v,,v,) ={p |pis a
path from v, to v,, in G}, we define the path algebra as
a set P with two binary operations \/ and-which have
the following properties: (DFor all x,y,ze P, the V is
idempotent, commutative, and associative: x \V x = x, x \/
y=yVx,(xVy) Vz=xV(yVz);DForall x,y,ze
P, the - is associative, and distributive over V: (x-y) -z
=x+(y:2),x(yV 2) =(xy) V (x-2),(yV 2)x=
(y-x) V (z+x);@ The set P contains a zero element
¢ and a unit element e such that: p-x=¢p,pVx=x=x
V ¢, e-x =x =x-e. Obviously, probability reasoning
and evidence-based reasoning mechanism can be ap-
plied to define the semantics of two path operations.
Here two simple reasoning mechanisms are presented.

e Maximum similarity path reasoning can be defined
by path algebra D) x y= max(x, y), for all x,y e R,
¢=-o,e=0;2 x-y = x+y, for all for all x,yeR,
b=-w,e=0.

e Minimum/maximum similarity path reasoning can
be defined by path algebra (D x V y=max(x, y), for all
x,yeR,¢p=-o,e=0;2 x-y=min(x,y), for all for
al x,yeR,p=-x,e=0.

3 Experiment and Results

To validate the framework, we apply the frame-
work and similarity network-based reasoning to text
categorization and visualization of images. In text cate-
gorization, patent documents that consist of 355 sam-
ples with six classes are utilized. The reason is that we
investigate to learn ontologies from patent documents
and then exploit them to perform patent analysis'""’. In

experiments, this dataset is randomly split using
“ModApte” into two parts: 70% documents for training
and the other 30% for testing. This is executed ten
times.

We use the conventional TFIDF approach to build

1
the vector for each document''"!

. This step does not
utilize the stemming algorithm and feature selection.
The second step constructs the ontology for each vector
using WordNet. The third step establishes the concept
similarity networks respectively using similarity meas-
ures Eq. (1), Eq. (2), and Eq. (3). It also establishes
the ontology similarity network by Eq. (4), where the
minimum/maximum similarity path reasoning is ap-
plied to calculate the implicit similarity. We test the
kNN classifier on the experimental dataset in two ca-
ses. The first case is that the similarity measures de-
fined by Eq. (1), Eq. (2), and Eq. (3) are respectively
used for kNN, denoted by RHC, LHC, and LXC. The
other case is that similarity network-based reasoning is
additionally applied, denoted by RHCM, LHCM, and
LXCM, respectively. It can be seen from Fig. 2 that
similarity network-based reasoning can be applied to
improve the accuracy of text categorization with any
measure. It is also illustrated that the proposed meas-
ure, Eq. (3), is better than any other measures.

0.40 ¢ o RHC —+IXC
I - RHCM v LXCM ©
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Classification error rate

0.20 . R
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Fig.2 Classification results of two cases

The other experiment is the visualization of face
images''”. Similar images can be regarded as instances
of the same image ontology. When we do not know the
structure of the ontology, but we have a lot of its in-
stances that are represented as vectors, we can still ap-
ply the proposed framework to reason the similarity be-
tween these instances. We choose the dataset that con-
sists of 350 instances (each contains 64 x 64 pixels) of
a human face rendered with different poses and lighting
directions. Isomap visualizes this dataset using Euclide-
an distance to determine the neighborhood"” . The pro-
posed m2-Isomap utilizes Eq. (5) to build the similari-
ty network and then apply minimum/maximum path-
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based similarity reasoning to determine the neighbor-
hood for Isomap instead of Euclidean distance.

In Fig. 3, all input image instances are projected
onto two-dimensional space where samples of the ima-
ges are superimposed. The direction from left to right
represents the left-right poses of the faces, and the di-
rection from upside to downside represents the up-
down or down-up poses of the faces. The correspond-
ing points of the successive images from left to right in
the middle are marked by circles and linked by lines.
The nine critical face samples are marked by a plus at
the left-bottom corner of each image indicating the
point representing the image. It can be observed from
Fig. 3 that Isomap can hardly reveal the different face
poses. The middle left-right line is heavily curved, and
the arrangement of the nine face samples is tangle-
some. On the other hand, m2-Isomap renders the mid-
dle left-right line better, and the nine face samples are
mapped to the approximately correct positions corre-
sponding to the face poses. These results validate the
similarity network-based reasoning.

Fig.3 Visualization results of face images in two cases.
(a) Isomap, neighborhood size k =5; (b) m2-Isomap, neighborhood
size k =5 and extended size m =1

4 Conclusion

This paper proposes a hierarchical framework for
calculating ontological similarity, which integrates the
extension-based approaches, intension-based approa-
ches, and similarity network-based reasoning to exploit
implicit similarity. The preliminary experiments have
validated this framework. In future work, we will ex-
ploit this framework to map ontology by finding simi-
lar concepts among different ontologies. We will also

attempt to exploit the probability reasoning and evi-
dence-based reasoning to investigate the semantics of
path operations.
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