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Abstract: A rough set based corner classification neural network, the Rough-CC4, is presented to solve

document classification problems such as document representation of different document sizes, document feature

selection and document feature encoding. In the Rough-CC4, the documents are described by the equivalent

classes of the approximate words. By this method, the dimensions representing the documents can be reduced,

which can solve the precision problems caused by the different document sizes and also blur the differences

caused by the approximate words. In the Rough-CC4, a binary encoding method is introduced, through which the

importance of documents relative to each equivalent class is encoded. By this encoding method, the precision of
the Rough-CC4 is improved greatly and the space complexity of the Rough-CC4 is reduced. The Rough-CC4

can be used in automatic classification of documents.
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Information classification plays an important role

1-7
U7 There are nor-

in all information retrieval systems
mally two types of information classification: artificial
classification and automatic classification. In the earlier
period of Yahoo, the artificial classification method was
used. When a new file text is stored, it is first catego-
rized by the editors. The method makes use of the hu-
man intelligence in the categorizing process. The sec-
ond type, the automatic classification method, makes
use of the computer to realize the classification, which
is actually a clustering technique. At present, the com-
monly-used clustering methods include: the layer-based
algorithms such as CHAMELEON!", CURE" and
BIRCH"), the surface-partition-based algorithms such
as k-means'*’ and FREM'"', the density-based algo-
rithms such as DENCLUE', OPTICS'"! and DB-
SCAN[S]), the rule-and-model-based algorithm[g], the
network-and-subspace-based  algorithms such as
STING'"", WaveCluster''"!" and CLIQUE'"'). But re-
cently, the knowledge-based clustering method is be-
coming the focus of study'”'. The knowledge-based
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method conducts machine learning with the existing
classification information, stores the human’s knowl-
edge of classification with the method which can be
understood by the computer, and then makes use of the
knowledge when necessary. The artificial neural net-
work imitates the human’s brain activity and has the
following advantages: the very strong non-linear ap-
proach, parallel processing in large scale, self training
and studying, self-organizing, error tolerance, and so
on. Meanwhile, the text file can be classified quickly
and accurately by the neural network. Ref. [ 14] sug-
gests using the corner classification neural network
(CC4) to carry out the text file classification. Based on
the analysis of the time complication and the space
complication of the Extended-CC4''"', we present a
rough-set-based corner classification neural network,
the Rough-CC4. It describes the documents through a
rough set, which can solve the problems of document
concept description caused by the relations of approxi-
mate items and the problems of classification accuracy
caused by the different sizes of documents. At the same
time, it uses the binary coding-based L scattering meth-
od to improve the input accuracy of the Rough-CC4
and compress the storage space of the Rough-CC4.
This paper first introduces the basic concepts of
the CC4 neural network and the Extended-CC4 nerve
network. Then based on the analysis of the Extended-
CC4, the rough set based vector representative of docu-
ments and the rough set based corner classification
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neural network, the Rough-CC4, are presented. After
that the scattering input method in the Rough-CC4 by
binary coding is presented.

1 Corner Classification Neural Network CC4
Based Document Classification Method

The CC4(see Fig. 1) is a three-layered feedfor-
ward neural network having three layers: input layer,
hidden layer, and output layer.

Input X; Output Y;

Hidden output O;

Hidden layer
Input layer

Output layer

Fig.1 Corner classsification neural network CC4

In the CC4, the input vector X represents the doc-
ument vector, the output vector Y represents the class
vector. Every neuron is a binary neuron which accepts
only O or 1. The activation function of each neuron is

as follows:
1 x; >0
y =f(2xi)={ Z
0 Y x <0

where x; = 1 or 0. The number of input neurons is

(1)

equal to the length of the input vector plus one, the
additional neuron being the bias neuron which has a
constant input of 1. The number of hidden neurons is
equal to the number of training samples and each hid-
den neuron represents one training sample.

The training of the CC4 neural network is very
simple. Let the weight of the connection from input
.j» Which is decided
by whether the j-th training sample includes the item

neuron i to hidden neuron j be w

represented by x;. Let X; ; be the input for the i-th in-
put neuron when the j-th training sample is presented
to the network. It can be formalized as

1 if X, ;=1
w,;={ -1 if X;,=0 (2)
r—s+1 ifi=n
where i =1, 2, ..., N, N is the number of the neurons

in the input layer;j=1,2, ..., H, H is the number of
the neurons in the hidden layer; r is the user defined
radius of generalization and s is the number of 1 in the
training vector.

Let u; , be the weight of connection from the j-th
neuron in the hidden layer to the k-th neuron in the
output layer. Let Y, , be the output of the k-th output

neuron for the j-th training sample. The formalized u; ,
is as
1 if ¥, =1
u"":{—l if ¥, =0 <)
where k=1,2, ..., M and M is the number of the out-
put neurons( the number of the classes).

In meta search engine Anvish'"', the CC4 uses
the term frequency ( TF) vectors of documents as its
input, i. e., if the TF is greater than 1, the binary in-
put will be 1, or the binary input will be 0. In this
way, the Anvish search engine can classify web pages
at a precision around 80% . The shortcoming of this
method is that the sizes of the input documents should
be approximately the same, which cannot always be
realized in the actual search process. In fact, there may
be quite large differences among the sizes of several
textual documents that belong to the same class.
Therefore, we need to project the high dimension
sparse document vectors into the low dimensional vec-
tors, through which the documents with different sizes
can be represented by relatively dense vectors. Ref.
[14] puts forward a method to select the appropriate
items step by step to project the space of n dimensions
into the subspace of k dimensions. When selecting the
subspace of k dimensions, the relative distances be-
tween the documents represented by the subspace of k
dimensions should be the same as the distances be-
tween the documents represented by the space of n di-
mensions, shown as follows:

Z (d,éf - du)z
L]

2.4
iJ

where d; is the distance between the original docu-

Stress =

(4)

ment vectors d,; and a’j, and d,’.j is the distance between
the projected vectors P, = {x;, ..., x; } and P; = {x,,
..» X3 } in the subspace of k dimensions of corre-
sponding documents d; and d;.

Eq. (4) is used to select which k dimensions as
the subspace. It first randomly selects the k dimensions
from the n dimensions. The k dimensions having min-

imal stress are selected. The time complexity of this
2 k+1

k!
mensions of original space, k <n, k is the number of

method is 0( ) where n is the number of di-

dimensions of some subspace, and m is the number of
training samples. For example, let the number of train-
ing samples m be 1 000, let n be 1 000, and let k be
100. The time is very considerable. If we use the
quickest computer which can process 1000 billions
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times every second, this process will require about 3 x
10*years. So this algorithm cannot be applied practi-
cally and the relationships between the items are not
considered in this method in the selection of the & di-
mensions. One strategy to solve this problem is to use
the genetic algorithm to get the local superior solu-
tion, which will be discussed in other papers. Here, we
build the new subspace which can show the relations
between the items, and decrease the dimensions by
projecting the original space into the new subspace.
Not only the time complexity of this method is low
but the approximate relations between the items are
considered in this method.

2 Rough Set Based Document Representing

As the documents are usually written by different
writers, one concept is often represented by different
items. For example, “calculating machine” and “com-
puter” actually represent the same concept. If the ap-
proximate items are placed together to form one new
dimension in a subspace and the documents are
mapped to these new dimensions, on the one hand, the
number of dimensions representing the documents can
be decreased, and on the other hand, it can be realized
to categorize the documents according to the con-
cepts, for the approximate items representing the same
concept is represented by the same dimension. There-
fore, the theory rough set'”' is applied, through which
the divisions of the approximate items are built and
the approximate items are placed in the same equiva-
lent class.

The theory rough set, which was presented by
Polish mathematician, Pawlak, in 1982, is the exten-
sion of the standard theory of aggregates. It can sup-
port the approximate decision-making in procedures of
decision-making. It can efficiently analyze and process
the imperfect information such as imprecise informa-
tion, inconsistent information, half-baked information,
etc. and discover the hidden knowledge, and reveal
the potential rules. Its basic idea is as follows: Based
on the equivalent relations in the considering field, the
sets in the field are described by a pair of approximate
operators( the inferior approximation and the superior
approximation) . These operators can be used in the
many application systems needing approximate com-
puting. Based on the approximate relations, we con-
struct the rough operators. The size of document re-
presenting can be reduced by representing the docu-
ments according to the equivalent relations, so the

documents of different sizes can be mapped to the rel-
atively small space, through which the imprecision
caused by the problem of understanding the approxi-
mate relations in the procedure of document classifica-
tion can be decreased.

Let R be the approximate relations in the diction-
ary T. An approximate space apr = (7, R) is construc-
ted by the non-empty field of objects. The division
based on the approximate items can be denoted as 7/
R={C,, C,, ..
of R, 1. e.,a group of approximate items. For the arbi-

., C,}, where C, is an equivalent class

trary subset S of 7.

The inferior approximation of § is

lower _apr (S) ={xe C, | C,CS)}

The superior approximation of S is

upper_apr(5) = {xeC, | C,NS#J}

The two kinds of approximation are actually the
approximate description of S on the approximate space
(T,R).

We can directly map a document to its rough-set-
based representation now. To measure the importance
of the documents on each equivalent class, we further
describe the document by constructing the fuzzy set
for each equivalent class.

To enhance the relation between the rough set
and the fuzzy theory, we give a rough set based sub-
jecting function, through which the rough set and the
fuzzy set can be associated.

Definition 1
field T: If the discussion filed T is given, x is the arbi-

The fuzzy set on the discussion

trary subset of 7; R is the relations of approximate

items, and [ x] , is the x existing equivalent class of R.

The fuzzy set X on T is decided by X and R as
XN[x

| XN (x4 | 5)
[ [xTg |

The fuzzy set on the discussion

XR(X) =

Definition 2
field 7/R: Based on the fuzzy set on the discussion
field T, the fuzzy set on the discussion field 7/R can
be defined as

Xpe(€) = max(Xp(x)) (6)

In the fuzzy set on the 7/R in definition 2, the
frequency of items occurring in the document is not
considered, and the importance relative to the set of all
documents of items is not considered either. But these
two aspects are very important in considering the sub-
jecting degree of items existing in some equivalent
class. Therefore, for the item #(t € T), the place in the
document d,;(d; € D) and the weight of tag ptw(z, d;.
place, d,.tag), we use the weight of item 7 in docu-
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ment d; is denoted as stf(7) = z ptw(t. place, t.

Iedj
tag) , through which the importance of some docu-
ment in its equivalent class can be calculated by

4,(C) = Eg_(stf,-(t) 1df(7)) (7
The normalized importance can be calculated by
- d.(C)
d_/( C) = mli (8)
Y d,(C)
k=1

If the importance of the documents relative to ev-
ery equivalent class can be computed, the fuzzy con-
cept of the document d relative to the equivalent class
of approximate items can be easily defined.

Definition 3 Let the fuzzy set of document d
relative to the equivalent class of approximate items
be {w,(C,), w,(C,), ..., w,,(C,)} denoted as d,
where C,, C,, ..., C,, e T/R and w,, w,, ..
the subjecting degree of the corresponding equivalent

" ., W,, are
class belonging to document d, which are calculated
by Eq. (8) and there is apparently O <w,, w,, ..., w

<lI.

m

3 Rough Set Based Corner Classification
Neural Network

Only the hamming distance between the docu-
ments is considered in CC4, where the document is re-
presented by vector TF tf = (tf(¢,)), tf(¢t,), ..., tf(z,))
and n is the number of items in a dictionary. If tf(¢,)
>0, the i-th input of CC4 is 1, otherwise it is 0. The
relative importance of items in the documents is lost in
this encoding method. The rough-set-based dimension
decreasing of documents can solve the relation of ap-
proximate items based classification.

Ref. [14] considers that the CC4 uses the binary
as its input, so the method of L dispersing is used. The
procedure of L dispersing of x(x e [a, b]) is as fol-
lows: First, let the dispersing length be L, then obtain

b-a X-a

L ks
the following mode: let the frontal k elements be 1,
and the rest L — k elements be 0. The region is decided
by the dispersing length L. The reciprocal of its preci-
sion is linear to L( The curve of diamond dots in Fig.
2). This relation causes a small precision to take a

m= , and then encode it according to

large space. Therefore, we present the binary encoding
method through which the importance of documents
relative to each equivalent class is encoded.

In order to realize the binary encoding, the result
space of the original problem should be mapped to the

space of the bit sequence B = {0, 1}". First, L is de-
cided by the definition field of variable and its compu-
ting precision. For example, the definition of variable
xis [ —=2,5] and the requirement of its precision is
10°°, the filed [ - 2, 5] is divided into 7 x 10°
equivalent regions and each region is represented by
one binary code. As 4 194 304 =27 <7 x10° <2% =
8 388 608, the vector of bit sequence space ( b,,, b,,,
..., by) corresponds to a point in region [ -2, 5].
When a vector in the space of a bit sequence is
known, it can be decoded by
7

x=-2.0 +)C'2237_1

22
where x' = Y b, x2'.
i=0
In general, suppose x is a real number in the re-
gion [ a, b]. If the representing precision is 10 %
where H is a positive integer and it is equivalent to di-
vide the region [a, b] into (b —a) 10 small regions,
where each region is represented by a binary code. ,

the length of vector of a bit sequence is decided by
(b-a)10R (b-a)10R

. {log2 log, is positive

(b-a)10R

log, +1 otherwise

Fig.2 shows the relationships of the reciprocal of
precision to the length of dispersing. It is obvious that
the precision of the Rough-CC4 is far higher than the
precision of the Extended-CC4 for the same L. Fig. 3
shows that the space requirement of the Rough-CC4 is
far less than the space requirement of the Extended-
CC4.

—&— Extended-CC4
E 50 - —m— Rough-CC4

o 1 2 3 4 5 6
Encoding length L

Fig.2 Curve of number of features related to encoding length L

800

Space requirement

600
400
200

0

2 4 8 16 32 64
Number of different features

Fig.3 Curve of relationships between different features
and space requirement in L scattering
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4 Prototype of Rough Set Based Corner
Classification Neural Network

To further specify the document classifying meth-
od of rough set based corner classification neural net-
work, we realize the prototype system ( see Fig.4) of
rough set based corner classification neural network
with agent. This prototype system shows the basic
classifying procedure of rough set based corner classi-
fication neural network. . Compared to the general me-
ta search engine, the machine learning agent, the re-
sult classifying agent and the corner classification neu-
ral network are added in Fig. 4. The machine learning
agent runs at the side of the meta search engine, which
trains the corner classification neural network from the
historical classification information by the training al-
gorithm of the Rough-CC4. The query request agent
takes charge of distributing the users’ query requests
to the general search engine. The result classifying
agent will map the obtained search results to their cor-
responding rough set vectors, then weights on every
graduation of rough set will be dispersed by L, which
will be input to the corner classification neural net-
work, and then the classified search results will be re-
turned to the users. The machine learning agent can
train the corner classification neural network in ad-
vance, and it will not influence the responding speed
of the meta search engine. But the ability of the result
classifying agent will influence the speed of obtaining
results.

User

History information I Meta search engine |

t /

Machine Result Query
learning agent classifying agent request agent

=

>
General meta
search engine

Fig.4 Prototype of rough set based corner classification

Comer classification
neural network

neural network

5 Conclusion

There is much research on the application of arti-
ficial intelligence in the field of information retrieval.
The neural network is widely used for its advantages
of parallel structure and parallel processing. Based on
the existing training algorithms of corner classification
CC4 and the extended corner classification, the Ex-

tended-CC4, the corresponding training algorithm of
the Rough-
CC4, is presented in this paper. It uses the relations of

rough-set-based corner classification,

approximate items to reduce the size of document rep-
resentation, which adequately considers the impor-
tance of document structure information and equiva-
lent classes related to locality and globality when con-
sidering the weight of equivalent classes of approxi-
mate items. By comparing the time complexity and
space complexity between the Rough-CC4 and the Ex-
tended-CC4, we find the Rough-CC4 has the advanta-
ges of higher speed and less space requirement than
the Extended-CC4. In the future, we will conduct fur-
ther research on how to use the method of corner clas-
sification to realize the hierarchy document classifica-
tion method.
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