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Abstract: A novel adaptive ordered LDPC (low-density parity-check) coded OFDM ( orthogonal frequency-
division multiplexing) transmission technique is proposed to exploit different error probabilities of irregular
LDPC coded bits in OFDM systems. Assuming that the CSI (channel state information) is known at the
transmitter, the irregular LDPC coded bits are ordered according to their degrees and then allocated into

subcarriers adaptively. Bits with higher degrees are allocated into less attenuated subcarriers and bits with lower

degrees are allocated into deep attenuated subcarriers. Quantization on CSI feedback can be applied to minimize

the signaling overhead. Performance of this strategy is analyzed by density evolution and numerical simulation.

Simulation results show that about a 1 to 1.5 dB gain in terms of SNR (signal to noise ratio) can be achieved

over frequency-selective fading channels compared to conventional LDPC coded OFDM systems without

ordering, and the proposed scheme is robust to CSI quantization.
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OFDM (orthogonal frequency-division multiplex-
ing) as become a key technology in many communica-
tion systems. It increases the robustness against fre-
quency-selective fading. By using a cyclic-prefix (CP)
in an OFDM system, channel distortion can be easily
complemented by a simple one-tap equalizer in the fre-
quency domain'".

Recent research has proved that using the message
passing decoding algorithm (also known as the belief
propagation (BP) algorithm) the irregular low-density
parity-check (LDPC) codes exhibit performance ex-
tremely close to the Shannon limit in noisy chan-

2
nels'™

. With other advantages such as low complexity
and full parallelizable decoders, and detectable deco-
ding errors, LDPC codes have become a powerful can-
didate for future wireless communication systems.
How to efficiently utilize the advantages of LDPC
codes flexibly in OFDM systems is a challenging ques-
tion. Some studies have been carried out regarding this
issue. For example, Ref. [3] analyzed the LDPC coded
OFDM system on both an AWGN and a frequency-se-

lective fading channel. Lu'* considered the perform-
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ance analysis and design optimization of LDPC coded
MIMO OFDM systems by density evolution” ™. Ref.
[7] presented an optimized LDPC coding scheme for
OFDM systems over frequency-selective fading chan-
nels. But the codes should be re-optimized once the
channel condition changed, which will bring high time
and hardware overhead to the systems.

By the definition of irregular LDPC codes™ | we
say degree of a variable node ( corresponding to a co-
ded bit) is i, when this node is checked by i parity-
check equations. Correspondingly, it also provides mes-
sages to i parity-check equations. So a variable node of
higher degree will contribute more to the bipartite
graph than a lower degree variable node. In the initial-
ization step of the BP decoding algorithm"', each vari-
able node calculates its LLR (log-likelihood-ratio) val-
ues from the channel and transports them to their
neighbors. Hence, if there is a chance to allocate LLR
values to variable nodes, assigning the larger LLR to
the higher degree variable node will bring more relia-
bility messages to the bipartite graph. This idea can be
realized in OFDM systems. Because of different fre-
quency responses of each subcarrier, the variable nodes
with different degrees can be distributed among the
subcarriers to enlarge the total reliability message of
the bipartite graph. Considering the above analysis, a
novel coded bit allocation algorithm with CSI knowl-
edge at the transmitter is proposed for OFDM systems,
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where only an addition ordering operation is needed. At
the transmitter, LDPC coded bits are ordered by their
degrees and allocated to the subcarriers corresponding-
ly, where the coded bits with higher degrees are alloca-
ted to subcarriers with less channel attenuation. Simula-
tion results show that the proposed scheme can noticea-
bly improve the bit error rate ( BER) performance
of OFDM systems over a frequency-selective fading
channel.

1 System Description

The transceiver structure of the proposed adaptive
ordered LDPC coded OFDM system is illustrated in
Fig. 1. At the transmitter, K, information bits are

encoded by the LDPC encoder into N, coded bits X, ,
k. =1,2, ..., N, with code rate R = K./N,. Assuming
the subcarrier number is N and the modulation constel-
lation size is M, the encoded bits are segmented into
blocks with size of Nlog,M and mapped into N sym-
bols S,,k=0,1, ..., N —1. For the purpose of simplici-
ty, we set N, = Nlog, M. Coded bits are ordered accord-
ing to their corresponding degrees and the channel at-
tenuation of each subcarrier with the CSI knowledge,
respectively. After modulation, the mapped symbols
with higher degrees are allocated to the subcarriers with
less attenuation. The ordering operation rules are de-
scribed as follows:

Add CP |: D/A j

=] ] ]
LDPC Segmentation M-QAM : :

™1 encoder || e ™ Order o mp [ S/P H IFFT H o

1 CSI

_________ Channel _

¢— estimation |
LDPC . M-QAM 1 ni ™7 Remove .
1 decoder | Combiner 4 Deorder [+ demap [ Equalizer [ P/S * FFT <_ CP & S/P 4 A/D

Fig.1 Block diagram of adaptive ordered LDPC coded OFDM system

If the k-th encoded symbol S, becomes the i-th
symbol after ordering, we write it as i = O4(S;). Its in-
verse function is denoted by S, = O5 ' (7). Given the k, -
th and k,-th encoded symbol S;, and S;, with degree i,
and i,, respectively, i, >i,, we have i, > i, after orde-
ring, where i, = O(S,,) and i, = O4(S;,). Similarly, we
denote the serial number of the g-th subcarrier after or-
dering by j=0,(g), and g = O,;' (). Given the above
definition, if the serial number of the g-th subcarrier af-
ter ordering is j, then we can write the symbol which is
transmitted in the g-th subcarrier as S, = Og' (j) =
Oy 1(OH(Z])). The subscript S and H mean that the
function is defined on frequency domain signal S; and
channel frequency response H,.

The ordered symbols are processed by IFFT oper-
ation. After being sampled every 7, second and conver-
ted from parallel to serial (P/S), where T, is the sam-
pling period, the transmitted symbols in time domain
can be expressed as Eq. (1). Finally, s, are upconverted
and transmitted.

N-1

1

s —_
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n=01..,N-1 (1)
The discrete-time received signal can be written as
Eq. (2), where s, h
channel impulse response and the additional white

. N, n, are the transmitted signal,

Gaussian noise (AWGN), respectively. It is assumed
that the channel impulse response is unchangeable dur-
ing an OFDM symbol period. The received signal with
CP removal is converted into frequency domain by FFT
operation for channel equalization. The frequency-do-
main signal can be written as Eq. (3). Here H, is the
channel frequency domain response, and N, is the
AWGN at the k-th subcarrier. Y, can be equalized by a
one-tap equalizer based on the CSI estimation in fre-
quency domain, demapped from symbol level to bit
level, re-ordered, and then decoded by the LDPC de-
coder with the BP decoding algorithm.
v, =5,8h, +n, n=0,1,...,N-1 (2)
Y, =S,H, +N, k=0,1,...,N-1 (3)
The CSI has to be signaled to the transmitter via a
feedback signaling channel for the purpose of ordering.
To reduce the signaling overhead on CSI feedback
from receiver to transmitter, quantization of feedback
CSI can be applied. It is proved by analysis and simu-
lation that the quantization induced performance loss is
negligible.

2  Performance Analysis

For uncorrelated Rayleigh fading channel, each
path of channel impulse response &,,n=1,2, ..., L, is
an independent and identically distributed (i.i.d) vari-
able, whose amplitude has probability density function
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(pdf) as Eq. (4), where 20-3, is the variance of the n-th
path.

2

() =Fexp( =5 5
P, e P( 20'3.)

n

a=0;n=1,2,...,L

(4)
Frequency domain response of each subcarrier can
be expressed as

1% 2mk
H, =—Y hexp( —j<™" k=0,1,...N -1
k \/N,;) n p( J N )
(5)
H, is also complex Gaussian with variance of real/
o 1 < :
2 2
imaginary part oy = N; o, , but may not be inde-
pendent. Pdf and cumulative distribution function ( cdf)
of H, are
2
pu(e) = %eXp( —a—z) a=0 (6)
oy 20y
2
Fy(a) =1 —exp(— 0‘2) a=0 (7
20

Considering the coded bit X is mapped into signal
S=1-2X,X=0,1 for BPSK modulation, received sig-
nal in the k-th subcarrier, Y,, has the conditional pdf in

Eq. (8),

pyk(y 1S, a) =

L cxp( —(y_Sza)z) S==1
/277 o’ 20
(8)
where « is the Rayleigh distributed subcarrier fading
factor with pdf as in Eq. (6), ¢~ is the variance of the
AWGN. Assuming p(S =1) =p(S=-1) =0.5, LLR
observed from the channel, denoted by u°, can be writ-

ten as'”

0 o PS=1]y.a)
' =log( e 1)
p(vS=La) |\ 24

1 : =22 9
Og(pyk(y5= —1,a>) > ®

o
Given S =1, 1.e., all-zero word is transmitted, the

conditional pdf of u’ is
o -(q-2d"/0")’
mQaCXp( 8a’/ o’
In the ordered LDPC coded OFDM systems, sub-
carriers to transmit bits with different degrees may have

palqla) = (10)

distinct statistical characteristics. Given an LDPC code
with the variable nodes degree distribution A(x) =

dy
Z Ax"™", we consider the simplest case that the LD-
i=2

PC block N, is equal to the subcarrier number N. Let
Q(i) denote the aggregate of bits whose degree is i,
C(Q(i)) denote the aggregate of subcarriers who trans-
mit Q(i). For convenience, we also write it as C(i).

Given the block length N, the number of degree-i vari-
A &,

able nodes is n, = 7:( N/ 2 L) , then the serial
! i=1 i

numbers of Q(i) after ordering are from o, ;, =n;_; +1
to 0, ; =n,_, +n,.
Independent ordered random variables can be

analyzed by the ordered statistics theory'"’

. Suppose
that there exist w independent random variables, Z,,
Z,, ..., Z,, each with the same cdf F,(z) and pdf
DP(2). Ordering these variables as Z,, Z,,, ..., Z,,
where Z,,r=1,2, ..., w, denotes the r-th ordered vari-
able. Then the pdf of the ordered random variable Z

1S

()

PAD = it Gy LA T P D 2)

(11)

Assuming that the subcarriers are independent of

each other, the approximate pdf of C(i) can be ex-
pressed as

P =g 3 pule) (1)

where py, ,(«) is the pdf of the r-th subcarrier of the

ordered N subcarriers, which can be written as

NI : -
Pur@) =T (N (@]
[1-Fy(e)]" "pua) (13)

Let v' and ' denote the output messages of a vari-
able node and a check node up to the [-th iteration, re-
spectively, p,.(q) and p,(q) are their pdf. Then 1° re-
presents the average output message of variable nodes,
and also is the incoming LLR of check nodes at the
first iteration. In conventional unordered systems, VW=
u’ and po(q) =p,(q).But in ordered systems, p,o(gq)
is not equal to p,(gq) anymore. For a check node, its
incoming LLR message has a probability A, coming
from a degree-i variable node, so the average incoming

dV
LLR of check nodes along each edge is 1’ = z A
i=2

Here 1) denotes the average initial LLR of Q(i). For
the independency different

Q( l) s p‘,o(LI) becomes

assumption  among

d\’
Po(@) = X Apo(q) (14)
i=2
where p,(g) is pdf of u) written as
Palq) = fo pulqlap) (a)da =

+o g Cxp( -(¢q _20(2/0-2)2
0/ 2120 80[3/0'2

)p;{,,.(a) da

(15)
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Egs. (10) and (14) give the expression of initial
input to variable nodes and check nodes in density evo-
lution respectively. With them, density evolution can
observe how p,(¢g) and p, (g) evolve during the
course of iterative decoding. Error probability up to the

0—
[-th iteration can be determined as p, = f p,.(q)dg +

%pvr(O) . When the number of iterations tends to in-

finity, p,.(¢g) may tend to A_ (equivalently, p, tends to
zero) or may converge to a density with a finite p,.
The so-called threshold is defined as the maximum
noise level such that p, tends to zero as the number of
iterations tends to infinity. Thus, only by comparing
po(q) between unordered and ordered systems can we
predict whether the ordered systems outperform the un-
ordered systems.

3 Simulation Results

Performance of the proposed adaptive ordered
LDPC coded OFDM system is simulated and evaluated
in a quasi-static frequency-selective fading channel
with perfect channel estimation. The simulation specifi-
cations are summarized in Tab. 1. The parity-check ma-
trices of LDPC code are generated by the PEG meth-
od"" in which the variable degrees are in nonincreas-
ing order from systematic bits to parity bits. LDPC
codes are decoded by the BP decoding algorithm with
100 iterations.

Tab.1 Simulation parameters

Parameter Value
Subcarrier number N 1024,512
LDPC code length N, 1024

Carrier frequency f./GHz 5

Sample frequency f,/MHz 10
CP number 64
Channel ITU-R M. 1225

Mobile velocity/(km-h~") 100

Time delay/ns 0,310,710, 1090, 1 730,2 510

Power spectrum/dB 0, -1, -9, -10, -15, -20
0.276 84x +0. 283 42x* +
A(x) "
0. 439 74x318!

Fig.2 (a) presents a real-time channel impulse re-
sponse in frequency domain. Fig. 2 (b) is the degree
distribution of the symbols after ordering operations in
all the subcarriers.

In Fig. 3, the real line shows p, (¢g) and the
dashed line denotes p,(g) of code in an ordered sys-
tem with parameters shown in Tab. 1 at SNR =0 dB.
With the expression of p, in density evolution, we can
draw the conclusion that the BER of an ordered system
is less than that of an unordered one.

oo oo
o 838 R K

Frequency response

0100 200 300 400 500 600 700 800 900 1 000
Subcarrier
(a)

Degree

(=R S = )

0 100 200 300 400 500 600 700 800 900 1 000
Subcarrier
(b)

Fig.2 An instance of degree distribution in subcarriers.
(a) An instance of the channel frequency domain response; (b) De-
gree distribution in subcarriers after ordering

0.18

0.16
0.14 L ' _ puo of an ordered system or

’ I P & puo of an unordered system
0.12 - |

0.10 -
0.08
0.06 -
0.04 -
0.02

|
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0 I
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Fig.3 p.(gq) and p,(q) of ordered LDPC coded OFDM system

Fig. 4 displays the corresponding density evolution
of p{, in both ordered and unordered systems, where pf,
is the pdf of a variable node output LLR value after the
[-th iteration. The marked line and unmarked denote p,
in ordered systems and unordered systems respectively
after 1,2 and 6 iterations.

0.14 1
— — - Unordered, iteration = 1
0.12 no Unordered, iteration =2
I," \ Unordered, iteration = 6
0.10 | F —+ - Ordered, iteration = 1
’ /’_I)‘f. - - 4 -- Ordered, iteration =2
0.08 14- —©6— Ordered, iteration=6
=< .
0.06 "'
0.04
0.02
Neee— .  —TSed g0

Fig.4 p,(g) after 1,2 and 6 iterations, ordered and unordered

Fig. 5 illustrates BER performance of the pro-
posed ordered LDPC coded OFDM system with BPSK
modulation (M =2), code rate R =1/2 and N, =N =
1024. The line with triangle mark denotes the BER
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versus SNR of the ordered LDPC coded OFDM sys-
tem, and the circle marked curve represents the BER of
the unordered system with the same parameters. It can
be noticed that the proposed scheme improves the sys-
tem performance by around 1 to 1. 5 dB compared with
the conventional scheme without ordering. The plus
marked curve is the BER of the ordered system, orde-
ring the coded symbols according to CSI of the last
block.

107
¢ —a— Ordered
4 —o— Unordered
—+— Last CSI
Q -2+
2 10
=
=}
5
B 10t
10-*

I 2 3 4 5 6 7 8 0
SNR/dB
Fig.5 BER performance of ordered LDPC coded
OFDM system with BPSK modulation

Fig. 6 presents the impacts of the quantization on
CSI feedback signaling channel. Different quantization
bits, from 1 to 3, are adopted. We can see from Fig. 6
that, for 2 or 3 bits quantization, although the CSI is no
longer accurate for the transmitter, the BER perform-
ance suffers almost no loss compared with the system
which obtains the accurate CSI. But for only 1 bit
quantization, obvious performance loss appears. It can
be seen that the proposed scheme is robust regarding

10729 —a— 1 bit quantization
—o— 2 bits quantization
—+— 3 bits quantization
- Ordered
L
= 3
5107°
5
Z
-4 1 1 1 1 I
10 4 5 6 7 8 9
SNR/dB

Fig. 6 BER performance of ordered LDPC coded OFDM
system with BPSK and quantization

CSI feedback errors. Generally, due to the fair treat-
ment to coded bits which have the same degree in or-
dering operation, the number of quantization bit @
should satisfy the condition that 2° =§(d,), where
8(d,) is the class number of variable degrees. For ex-
ample, 6(d,) =4 implies that @ =2 is sufficient.

Fig. 7 illustrates the BER performance of the pro-
posed system with QPSK modulation (M =4) and N,

=512. Also about 1.5 dB gain can be achieved. Fig. 8
presents the impacts of the quantization on CSI feed-
back signaling channel for this case.

-1
—=&A— Ordered
4 —o6— Unordered

Q 1072 [
8
B
5
& 1070 [

1074

5 6 7 8 9 10 11 12
SNR/dB

Fig.7 BER performance of ordered LDPC coded OFDM
system with QPSK modulation

1071 ) —a— 1 bit quantization
q —6— 2 bits quantization
- - - - Ordered

Bit error rate
—_
1S)
NS
T

103
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SNR/dB

Fig.8 BER performance of ordered LDPC coded OFDM

system with QPSK and quantization

4 Conclusion

A novel adaptive ordered LDPC coded OFDM
transmission technique is proposed in this paper. The
LDPC coded symbols are allocated to subcarriers ac-
cording to the LDPC degrees and corresponding chan-
nel attenuation. The symbols with higher LDPC degree
are allocated at subcarriers with less channel attenua-
tion. Simulation results show that the system perform-
ance can be noticeably improved by the proposed
scheme with robustness regarding CSI feedback errors.
It is proved that the quantization on CSI feedback can
be applied to minimize the signaling overhead. The
proposed scheme is well-suited for enhancing system
throughput especially for quasi-static fading environ-
ments so that the channel does not vary fast and there
is no need to signal CSI so often.
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