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Abstract: An improved internetworking approach is proposed to enhance the Internet connectivity which is

deteriorated due to unidirectional links and blind rebroadcasting of gateway discovery packets for mobile ad hoc

networks. The hybrid gateway discovery scheme that combined the advantages of a proactive and reactive

gateway discovery approach is used to achieve high connectivity while keeping overhead costs low. By

exchanging ad hoc on-demand distance vector ( AODV) hello packet which includes additional fields named

symmetric neighbor list and asymmetric neighbor list, unidirectional links are removed from route computation

and broadcast storm can also be relieved simultaneously. Performance results using ns-2 simulations, under

varying numbers of unidirectional links and node speeds, show that this improved Internet connectivity approach

can provide better performance than others.
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The internetworking of Internet and mobile ad hoc
networks ( MANETSs) can be used to eliminate dead
zones in wireless networks and enrich the application
range of ad hoc networks. The challenge in such hybrid
ad hoc networks stems from the need to inform MA-
NET nodes (MNs) about available gateways in an ex-
tremely changing scenario while making a minimal
consumption of the scarce network resources. So, an
efficient gateway discovery approach for MANET be-
comes one of the key elements to enable the use of hy-
brid ad hoc networks in future mobile and wireless net-
works.

Several schemes to enhance ad hoc routing proto-
cols to support an MN accessing Internet have been de-
veloped in the literature up to now. However, each of
them is only suited for a limited range of network con-
ditions and the performance can vary dramatically as
the network conditions change''. The proactive ap-
proaches' are based on the periodic flooding of gate-
way advertisement messages ( GWADVs), allowing
MNs to create routes to Internet in an unsolicited man-
ner. Although achieving good connectivity, proactive
solutions heavily increase the gateway discovery over-
head because the GWADVs are sent to the whole MA-
NET every now and then. In reactive approaches'”’,
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those nodes that require Internet connectivity proactive-
ly find Internet gateways by means of broadcasting
some kind of gateway solicitation messages ( GW-
SOLs) within the entire MANET. When these requests
are received by a gateway, then it sends a GWADV
which creates reverse routes to the gateway on its way
back to the originator. Although reactive approaches tie
the overhead of maintaining connectivity to external
traffic patterns, their on-demand nature results in larger
packet delay and poor scalability regarding the number
of active sources willing to access Internet.

All the existing schemes rely on a broadcast rou-
ting mechanism to provide MNs with a multi-hop path
to gateways and a common approach is to broadcast by
flooding. In such schemes, GWADVs or (and) GW-
SOLs should be flooded to make MNs find available
gateways. Within ad hoc clusters, most routing proto-
cols (e. g., AODV'") also have relied on the same
mechanism to maintain local connectivity. Although
straightforward and direct, nodes rebroadcast their first
heard broadcast packets blindly which may result in
broadcast storm problem due to excessive redundancy,
contention, and collision™ . For example, in Fig. 1,
node E, B and F should not rebroadcast their first heard
GWADYV packets because their rebroadcasting cannot
provide additional coverage to GWADVs.

In the procedure of global and local route compu-
tation, existing gateway discovery approaches and most
ad hoc routing protocols rely on the assumption that all
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Fig.1 Internetworking MANET with Internet containing
asymmetric links

network links are symmetric (i. e. bidirectional). How-
ever, the asymmetric (i. e. unidirectional) links caused
for many different reasons, such as in radio transceiver
capabilities of nodes and wireless channel interference
experienced by different nodes, can be quite common.
If no additional protocol actions are taken to remove
unidirectional links from route computations, the per-
formance of hybrid ad hoc networks will be affected
negatively. For example, due to the unidirectional link
between the gateway and node D in Fig. 1, the reverse
path set up by node D as a response to receiving
GWADVs originated by the gateway is not valid. And
data packets along such global routes would never ar-
rive at the gateway. Furthermore, if node H received
the GWADVs rebroadcast by node D, it would draw
the conclusion that there was a 2-hop path to the gate-
way and so, 3-hop global route via node G would be
refused to setup. As a result of broadcasting without
taking unidirectional link into consideration, H loses
the last chance to access Internet.

The contribution of this work is the design and
evaluation of an improved hybrid internetworking ap-
proach with mechanisms to enhance Internet connectiv-
ity for MANET. First, the hybrid gateway discovery
approach is used to provide good connectivity while
keeping the overhead costs low. Secondly, by
exchanging hello packets extended with additional
fields, unidirectional links are removed from route
computations and redundant rebroadcasting of route
control packets are inhibited simultaneously in the pro-
cedure of gateway discovering. Performance results
using ns-2 simulations show that this enhanced inter-
networking approach can provide better performance
than others.

1 Protocol Design

The AODV protocol is modified to route packets

not only within ad hoc clusters but also between
MANETSs and wired networks. Each MN is configured
with a global effective IP address and offers connectiv-
ity information by broadcasting local hello packets
which include all nodes from which it can hear hello
packets, i. e., its set of neighbors periodically. Such
neighbors are classified under two subclasses, i. e.,
symmetric neighbors and asymmetric neighbors. Corre-
spondingly, the AODV hello packets are extended with
two new fields named symmetric neighbor list and
asymmetric neighbor list to include such two kinds of
neighbors respectively.
1.1 Data structure
1.1.1 Neighbor node list

Each MN, say x, maintains a neighbor node list
(NNL) to store its local connectivity information.
When x receives a hello packet originated by another
node, say £, it creates an entry for % in its NNL and in-
serts the IP address of /4 (If this entry has existed be-
fore, it will be updated). Associated with the entry for
h is a Symmetric _Link, a Share Neighbor and a Life-
time. Symmetric _ Link field indicates whether the wire-
less link between x and A is symmetric. If this link is
symmetric, node x defines node s as its symmetric
neighbor; otherwise, as its asymmetric neighbor. If x
learns & is one of its symmetric neighbors, Share _
Neighbor field will be set to indicate whether x has dif-
ferent symmetric neighbors from 4. Finally, the Life-
time represents the minimum frequency required for x
to receive hello packets from 4. In terms of set, x
maintains its set of neighbors, denoted by N, in its
NNL. And according to whether the link between x and
its neighbor is symmetric, N, is divided into two sub-
sets, denoted by N: and N., respectively, where N; is
the set of asymmetric neighbors and N, is the set of
symmetric neighbors.
1.1.2 Broadcast ID cache

Every MN maintains a broadcast ID and increases
it by 1 when this node originates a broadcast packet. To
avoid duplicate broadcast packets, every broadcast
packet includes its originator’ s last broadcast ID and
every node also remembers the last known IP address
as well as the broadcast ID of the originator from
which a broadcast packet has been received. When an
MN receives a broadcast packet, it first checks to deter-
mine whether it has already received such a packet
with the same originator IP address and broadcast ID.
MN will discard the newly received broadcast packets
if it finds that such a broadcast packet has already been
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received.
1.2 Gateway discovery and transmission of packets

In order to provide MNs with access to Internet,
special nodes with both wired and wireless interfaces
are configured to track and forward data to and from
the MANET. To start an Internet connection, in the first
step, gateways have to be discovered by MNs. To mini-
mize the disadvantages of proactive and reactive gate-
way discovery, the two approaches are combined and
result in a hybrid method for gateway discovery. Ac-
cording to this method, gateways are responsible for
disseminating GWADVs to advertise their presence in
the MANET periodically. However, the time-to-live
(TTL) of those GWADVs is limited and so the period-
ical GWADVs are not flooded throughout the whole
MANET but only sent to MNs that are in the vicinity
of gateways'® . Upon receipt of the GWADV, MNs that
do not have global routes create reverse route entries
for gateways and maintain such routes as default entries
in their routing tables. MNs that already have a global
route update their route entry for the gateway. On the
other hand, MNs that are further away will have to ad-
ditionally search for available gateways by issuing a re-
quest message named RREQ I if they require global
connectivity. When a gateway receives this RREQ _I, it
unicasts a GWADV which creates reverse routes to the
gateway on its way back to the originator. Note that
both GWADYV and RREQ _I are two newly introduced
control messages. GWADV contains the IP address
and broadcast ID of its originator and RREQ _1I is iden-
tical to AODV RREQ messages'* except for an addi-
tional flag (named I-flag).

Using the global route, source nodes relay their
out-going data packets to gateways. The latter then
route them to the destinations according to normal IP
routing mechanisms. If source nodes find more than
one gateway that can provide Internet service, MIPMA-
NET cell switching'” is applied for gateway selection
and switching.

1.3 Acquiring local topology information

Because every MN offers its local topology infor-
mation by broadcasting hello packets periodically,
through receiving such packets, each MN, say x, can set
up and update its set of neighbors N, . Based on the sets
included in every hello packet, unidirectional links can
be discovered. For example, if x finds itself in the hel-
lo packet from another node, say #, it sets the Symmet-
ric_Link about % in its NNL to mark the link from # as

symmetric and & is one of its symmetric neighbors.
Otherwise, h is marked as an asymmetric neighbor by
x in its NNL. However, for relieving broadcast storm
simultaneously, more accurate neighborhood informa-
tion is needed, so each MN £ divides its set of neigh-
bors included in hello packets into two subsets, i. €.,
N, and N,, where N, is included in the asymmetric
neighbors list field and N is included in the symmetric
neighbors list filed. Upon receipt the hello packets orig-
inated by &, N, and N, can be learned by x. In fact, if x
finds x e N,, it will further subtract N, and {h} from N;
to learn whether T =N, - N, — {h} is an empty set. If T
#(/), that means x has at least one different symmetric
neighbor that not owned by #h, the Share Neighbor
field of i will be set by x in its NNL.

1.4 Removing asymmetric links and relieving

broadcast storm

Because the set of asymmetric neighbors at each
node, say x, has indicated the set of nodes from which
it has unidirectional links, later when x receives a route
discovery packet (e. g., GWADV, RREQ _ I, RREQ,
and RREP) from one of the nodes in its N, it discards
the route discovery packet to avoid forming a reverse
path with a unidirectional link. For example, in Fig. 1,
node D will add the gateway in N, because it does not
find itself in the hello packet originated by the gate-
way. Later when node D receives a GWADV from the
gateway, it discards the GWADV to avoid forming a
reverse path to the gateway with a unidirectional link.
This creates a chance for a GWADV from an alternate
path (e. g.,via H in Fig. 1).

The basic idea of using hello packets to relieve
broadcast storm is as follows. Node x will be allowed
to rebroadcast a broadcast packet from £ only if it be-
lieves that there exists at least one symmetric neighbor
which may not have received the packet yet. In other
words, unless the Share Neighbor field of & in x’ s
NNL has been set, broadcast packets from # will never
be rebroadcast by x. More formally, each node runs the
following steps:

Step 1 Upon node x receiving a broadcast packet
P from one of its neighbors, say 4, for the first time, it
checks its NNL to learn whether P has been received

x°

from an asymmetric link. If & ¢ x gives up rebroad-
casting P to avoid misadvising its neighbors (e. g., in
Fig. 1, node H will think there exists a 2-hop path to
the gateway via D if it receives the GWADYV rebroad-
cast by D). If h e N, proceed to step 2.

Step 2 x checks its NNL to learn whether the
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Share _Neighbor field about % is set. If it has not been
set, proceed to step 5.

Step 3 Wait for a random number of slots, then
submit P for transmission and wait until the transmis-
sion actually starts. Note that during this period, the
same packet P can be heard again, if this happens, the
broadcast ID cache can be used to distinguish and dis-
card duplicate packets.

Step 4 Packet P is on the air. The procedure ex-
its.

Step 5
submitted in step 2. Node x is inhibited from rebroad-

Cancel the transmission of P that was

casting P in the future. Then the procedure exits.

There are two main reasons why classifying all
neighbors under symmetric neighbors and asymmetric
neighbors, respectively.

First, if a hello packet, say that originated by A,
only includes /1’ s neighbors set N, instead of N, and
N, each receiver of this hello packet, say x, can only
determine whether the link between it and /4 is symmet-
ric (depending on x € N, or not), but cannot relieve
broadcast storm effectively. This is because x’ s deci-
sion about rebroadcasting is based on T=N, - N, — {h}
instead of T=N; — N, — {h}, and then there maybe ex-
ists a node n € N! which makes N, - N, —x#(J). As a
result, x maybe uselessly rebroadcast broadcast packets
to n although the latter cannot hear it (see Fig.2(a)).
On the other hand, there also maybe exists a node m e
N; and m e N;, which makes N, = N, —x =(J). This will
lead x to cancel its rebroadcasting for the broadcast
packets (e. g. GWADV) heard from # and then, m
cannot set up the path to & via x(see Fig.2(b)).

cgh@ ™

~e—» Symmetric link ~=— Asymmetric link
(a) (b)

Fig.2 Impact of unidirectional links on rebroadcasting

Second, if node x only includes its symmetric
neighbors set N; in its hello packets, dead-lock will oc-
cur because any receiver of this hello packet, say #,
adds x in its symmetric neighbor set N, unless it finds
itself in the hello packet; however, it never happens
before x has found x e N,. Waiting for each other to do
it first make the protocol fall into a dead-lock state. So
the conclusion can be drawn that, unless the neighbor

set included in hello packets is classified into two sub-

sets, i.e., symmetric neighbor set and asymmetric
neighbor set, it is impossible to accomplish the discov-
ery of unidirectional links and the relief from broadcast

storm simultaneously.
2 Performance Evaluation

To evaluate the proposed approach, a prototype
has been implemented in the Network Simulator 2'"
with mobility extensions. Under a varying number of
unidirectional links and node speeds, the performance
of the improved approach described in the previous
subsection has been evaluated using the following per-
formance metrics.

e Packet delivery fraction The number of data
packets received by the destination compared with the
number of data packets generated by the source.

e End-to-end packet delivery latency The average
delivery delay of the data packets from the source to
the destination.

e Broadcast control overhead The total transmis-
sion number of control broadcast packets. Each hop-
wise forwarding of a control packet is counted as one
transmission.

Networks consisting of 50 MNs, 2 gateways, 2
routers and 2 fixed nodes (FNs) that are placed in the
simulation area of 800 m x 600 m are evaluated. The
two gateways running both AODV and fixed IP routing
protocols are placed on each side of the simulation area
to provide Internet access to MNs, their x, y coordinates
in meters are (50, 300) and (750, 300). There are two
FNs on the wired network and each of them is connect-
ed to a gateway through a router. The two routers are
also connected with wired links and the bandwidth of
all wired links is 100 Mbit/s. Each node moves accord-
ing to the random waypoint model'”

To create unidirectional links, different values of
the receiving threshold in the network interface have
been set. A node can have either a short or a long
range corresponding to high and low receiving thresh-
old levels, respectively. In experiments, short, medial
and long ranges in the TwoRayGround propagation
are set to 100, 150 and 250 m, respectively. The
fraction of different receiving threshold nodes is varied

model"

to vary the number of unidirectional links. In scenario
1, the radio range of all nodes is 150 m, but in scenario
2, the radio range of 2 gateways is 250 m and the others
are 150 m. In scenario 3, the radio range of 2 gateways
are 250 m, 35 MNs are 150 m and the remainder are
100 m.

There are five constant bit rate ( CBR) traffic
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sources distributed randomly within MANET. The des-
tination of each of the data sessions is one of the two
FNs, chosen randomly. The CBR data packets are 512
bytes and the sending rate is 10 packet/s. Node speeds
are randomly distributed between zero and a maximum
value, denoted by V. The pause time is always set to
5 s. All simulations are run for 600 simulated seconds.
Each data point in the plots represents an average value
of 10 runs with the same traffic models and V., but
different randomly generated mobility scenarios. The
parameter values for AODV and the hybrid gateway
discovery approach are the same as those suggested in
Refs. [4, 6]. HELLO _ INTERVAL is 1 s, GWADV
TTL is 2 and the GWADV sending interval is 5 s.

Internetworking approaches are evaluated in three
different network scenarios where the number of unidi-
rectional links is varied. There are no unidirectional
links in the first scenario and unidirectional links only
exist between the gateways and MNSs in the second sce-
nario. And in the third scenario, unidirectional links ex-
ist between gateways and MNs as well as within ad hoc
clusters. Fig. 3 shows the basic hybrid approach which
can provide excellent connectivity in scenario 1. How-
ever, once unidirectional links exist between MNs and
gateways (scenario 2), the negative impact of unidirec-
tional links on performance becomes very obvious,
i.e., more packets are lost and a long delivery delay is
also experienced. In scenario 3, the basic hybrid ap-
proach drops the highest number of packets and experi-
ences the longest delay.

The new protocol is evaluated using the same
parameters in scenario 3. As Figs.4 (a) to (c) show,
the improved protocol performs significantly better than
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Fig.3 Impact of unidirectional links on performance. (a)
Packet delivery fraction; (b) Packet delivery latency

the basic hybrid approach in terms of packet delivery,
delay and broadcast control overhead. This is mainly
because of two reasons. First, the basic hybrid protocol
does not take notice of the unidirectional links and
blindly creates routes with unidirectional links. When it
learns those routes are useless after several failed at-
tempts, route discoveries without any benefit will re-
peatedly be executed. Note that after these operations,
most packets buffered for the destination at the source
are dropped. However, the improved hybrid scheme can
effectively links by
exchanging hello packets. Another reason why the new

overcome  unidirectional
hybrid scheme achieves good connectivity is that most
unnecessary and harmful rebroadcasting is inhibited.
Only broadcast packets that have been received from
symmetric links and can cover additional symmetric
neighbors are rebroadcast. Fig. 4 (¢) shows that this
leads to a very drastic drop in broadcast control over-
head for the improved hybrid scheme compared to the
basic one. Rebroadcasting broadcast packets intelligent-
ly can not only avoid misleading downstream nodes but
also reduce the channel contention and message colli-
sion due to rebroadcasting. Also note that the total con-

1.01
g2 0.8
.gg, \\—“\—a
_gé 0.6
Z2o04t
£& 0.2l Improved hybrid
0 -a— Basic hybrid
0 5 10 15 20
Viar/ (m*s™1)
(a)
2 2.
E» > —o— Improved hybrid
;LE 2.0 _o Basic hybrid
B 1.5¢
£
< 1.0¢
% 0.5
L ) . . .
0 5 10 15 20
Vm/(m's_l)
(b)
20 -
5]
t %0 151
e 1
- 0L
I
E £ st —e— Improved hybrid
2 —&— Basic hybrid
% 5 10 5 2
Vi (mes™1)

(c)
Fig.4 Performance of the improved hybrid approach un-
der varied speeds. (a) Packet delivery fraction; (b) End-to-end

packet delivery latency; (c) Broadcast control overhead
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trol overhead of the improved approach is also less
than that of the basic hybrid scheme.

3 Conclusion

Simulation results show that the performance of
the existing gateway discovery schemes degrades in the
presence of unidirectional links and broadcast storm.
With this in mind, an improved hybrid gateway discov-
ery approach to enhance the Internet connectivity for
MANETS is proposed. On the one hand, the hybrid
gateway discovery scheme that combined the advanta-
ges of proactive and reactive gateway discovery ap-
proach is used to achieve high connectivity while keep-
ing overhead costs low. On the other hand, through ex-
changing hello packets with additional fields named
symmetric neighbor list and asymmetric neighbor list,
unidirectional links are removed from route computa-
tion and broadcast storm also can be relieved. Perform-
ance results using ns-2 simulations, under a varying
number of unidirectional links and node speeds, show
that this improved Internet connectivity approach can
provide better performance than others.
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