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Abstract: Based on the advantages of both Grid and peer-to-peer (P2P) networks, an overlay network in the

Grid environment is constructed by P2P technologies by a modified version of the Chord protocol. In this

mechanism, different nodes’ accesses to different resources are determined by their contribution. Therefore, the

heterogeneous resources of virtual organizations in large-scale Grid can be effectively integrated, and the key

node failure as well as system bottleneck in the traditional Grid environment is eliminated. The experimental

results indicate that this management mechanism can achieve better average performance in the Grid environment

and maintain the P2P characteristics as well.
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Computational Grids'" and peer-to-peer (P2P)"
communities are both arousing great concern in the
field of distributed resource sharing. While both tech-
nologies have the same final objective—the pooling
and coordinated use of large sets of distributed re-
sources. They followed different evolutionary paths;
hence, different requirements and technologies exist.

The complementary nature of the strengths and
weaknesses of the two approaches suggests that the de-
sign objective of the two environments will eventually
converge'” . On the basis of characteristics of Grid and
P2P, and characteristics of distributed resources, this
paper puts forward the idea of resource management of
the Grid system by P2P technology, which combines
the complexity of Grid with the scale and dynamism of
P2P. Through the distributed management of P2P, Grid
systems are free from key node failures and system
bottlenecks resulting from central servers.

1 Grid and P2P Environments

Grid and P2P are two new approaches to distribu-
ted computing which have emerged during the past few
years, both claiming to address the problem of organi-
zing large-scale resource management. While both have
undergone rapid evolution and widespread deployment,
they bear certain limitations.

Grid has deployed relatively sophisticated services

and applications of at least limited trust'”'. Resources
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owned by various administrative organizations are
shared under locally defined policies. Such a set of in-
dividuals or institutions defined by these sharing rules
is a virtual organization (VO). As a system increases
in scale, Grid developers are facing and addressing
problems relating to autonomic configuration and man-
agement. The Globus toolkit is one Grid software that
is used worldwide. It provides the Grid infrastructure
with command line utilities and APIs, but the task of
discovering and deciding on what the optimal resource
is, is left to users. So it is crucial to have a smart re-
source management system that accepts requests from
multiple users and collects the results.

P2P communities have developed rapidly around
unsophisticated but popular services, and are seeking to
expand to more sophisticated applications as well as
continuing the innovation of the large-scale autonomic
system management'”' . Distributed lookup protocols,
like Chord"™, are aimed at addressing the problem of
locating decentralized resources efficiently. Given a
key, it efficiently determines the node responsible for
storing the key’ s value. It assigns each node and key
an m-bit identifier using a base hash function such as
SHA-1'""". As shown in Fig. 1, the identifiers of each
node and key make a ring of size 2". Key k is assigned
to the first node whose identifier is equal to or follows
k in identifier space, which is named successor (k).

Considering their interrelationship and future evo-
lution, both Grid and P2P take the same general ap-
proach to solving resource sharing problems by the
overlay structures that they coexist with, but need not
correspond in structure to the underlying organizational
structures.
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Fig.1 Chord ring consisting of 10 nodes storing five keys
2 Related Work

As for the merger of the two environments, there
is little previous literature for reference. In Ref. [3], the
authors made some comparisons between Grid and
P2P, including communities, incentives, applications,
technologies, resources, and achieved scales. They also
pointed out future directions. Over time, the scale of
Grid systems is increasing as barriers to participation
are lowered and as commercial deployments enable
communities to be based on purely monetary transac-
tions. Meanwhile, developers of P2P systems are be-
coming increasingly ambitious in their applications and

services, as a result of both natural evolution and more
powerful and connected resources.

However, there have not been any feasible mecha-
nisms for the implementation of this merger so far, thus
the motivation of this paper. In the following sections,
we propose a resource management mechanism based
on P2P technology that cooperates with Grid, of which
the results are evaluated and validated by extendable
experiments.

3 P2P Approach to Resource Management
in Grids

3.1 XML in Grid and P2P environments

Resources are heterogeneous and distributed geo-
graphically, which makes their description extremely
difficult. XML makes it possible to define data in such
a way that both the sending and receiving party using it
will understand the sort of data that has been sent.

In this paper, XML documents are both the Grid
service descriptions and the input of the consistent has-
hing algorithm of Chord, making the Globus and Chord
APl compatible and effectively cooperative. Fig. 2
shows the functional framework of XML in Grid and
P2P environments.

‘ Grid user ‘ ‘

Grid user ‘ ‘

Grid user

Service request
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...... | Data base ‘ ’ Files
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Fig.2 Grid and P2P function framework

The following is an example of XML schema. It
describes the structure of an XML document used for

resource description.
(xs: element name = “resource” )
(xs: complexType)
(xs: sequence )
(xs: element name = “IP” type = “xs: string” minOc-
curs =“17/)
(xs: element name = “file” type = “FileType” minOc-
curs = “0” maxOccurs = “un-bounded”/ )
(xs: element name = “CPU” type = “xs: string” mi-
nOccurs =“0"/)
(xs: element name = “memory” type = “xs: integer”
minOccurs =“0"/)

(xs: element name = “bandwidth” type = “xs: deci-
mal” minOccurs = “0"/)
(/xs: sequence )
(xs: attribute name = “Differentiated” type = “xs: boolean”
use = “required”/ )
(/xs: complexType)

(/xs: element)

(xs: complexType name = “FileType”)
(xs: sequence )
(xs: element name = “name” type = “xs: string” minOc-
curs =“17/)
(xs: element name = “size” type = “xs: decimal”/)

(/xs: sequence)
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(/xs: complexType)
With this schema, resources can be described as
follows:
{resource)
(TP)172. 18. 13.22(/TP)
(file)
(name) friends. rmvb{/name)
(size)76{/size)
(/file)
(CPU)2. 01 GHz(/CPU)
( memory ) 1024 (/memory )

(resource )

3.2 Construction of overlay network

As Grids are composed of VOs with different lo-
cal policies, the Chord protocol based overlay network
can be organized within each VO. The construction of
the substrate overlay network based on P2P technology
is shown in Fig. 3, which demonstrates the intra-VO
and inter-VO constructions in the Grid environment.

Fig.3 Construction of P2P based overlay network

In Fig. 3, peer nodes (PN) make up the Chord
ring for intra-VO resource sharing. Lookup messages
are propagated by PNs within the local ring.

As VOs are made up of workstations with high
performance, most queries can be met within the local
domain. When different VOs want to share resources,
the sharing node ( SN), which joins a larger Chord
ring, is elected.

3.2.1 Construction of overlay network intra-VO

1) Service deployment

Different from traditional Grid systems such as
Globus, the model in this paper contains no service reg-
istration center which acts as a central server (such as
UDDI in web services) . Each node issuing its service is
in charge of its service deployment.

Before issuing a certain resource, the correspond-
ing resource description, i. e., the XML document pro-
vided by some user, is hashed into an m-bit identifier
ID. And the service issuing and deploying algorithm is
as follows:

(D Assign XML document k an m-bit identifier
using hash function: ID =hash(k);

@ If (successor(ID) = =hash(IP of local host)),
the relevant resource is deployed locally; otherwise go

to step 3);

 Invoke Chord routing process in search for
successor( ID); deploy the resource on the ultimate
node just as step (2) does.

The algorithm above tends to balance load, since
each peer in VO receives roughly the same number of
keys by using consistent hashing. In the steady state of
a system containing N peers, all lookups can be re-
solved via O(logN) messages to other nodes.

In practice, VO needs to deal with peers joining
the system as well as peers that fail or leave voluntari-
ly. The Chord protocol handles these situations skillful-
ly in a decentralized manner such that the inconsistent
state caused by concurrent joins is transient, and neither
the success nor the performance of resource lookups is
to be affected. It is scalable as well as robust with large
numbers of peers.

2) Resource lookup

Resource lookup will be the same as Chord as
long as the required resource can be located within lo-
cal VO. When met with lookup failure, the query is
forwarded outwards to another VO through SN:

Node i maintains a triple as (ID,, ID,, tq), where
ID; stands for the identifier of node i, ID, is the corre-
sponding node that responds to node i’ s query, and 7,
is the submission time of node i’ s query.

(D At the time of t,» node i launches its query. It
first checks whether its requirement can be met locally.
If so, the lookup process is returned and the triple is
logged as (ID,, ID,, 7,) . If not, go to step @

(@ Invoke Chord routing process to find the suc-
cessor (for example, ID;) of the correspondent key;

(3 Forward the lookup message to ID,. If the key
is found then return, and log the triple as (ID,, ID;,
t,). Otherwise, return FAILURE message and go to
next step;

@ All nodes in the VO start the computing
process:

B, ={(ID,,ID,,1 |0<ID_,ID,<n-1,ID, =ID,}
(1)
N,=|B,|; t, =max{t | (ID,,ID,, ) € B,} (2)
B, takes the record of all triples when node & suc-

cessfully returns the required resource in accordance
with other node queries (including ID, itself). Alto-
gether node k satisfies NV, times, in which ¢, stands for
the latest time of successful responses. Meanwhile, all
nodes calculate their weight W, as follows:

W,
W, =w,N, +t

q k

Osisn-l,w +w, =1

(3)
(5 Elect nodes with the largest W, as SNs, which
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are responsible for communication with the outside.
From Eq. (3) we can see that the more times
node k responds successfully, and the sooner it makes
such a response, the higher W, it will attain. There-
fore, node k has a higher probability that it will be e-
lected SN.
3.2.2 Construction of overlay network inter-VO
In the inter-VO scenario, XML makes sure that
the heterogeneous resources in different domains be
expressed in the same form, and the Chord protocol
based overlay network makes sure the resources be
distributed in the same fashion. Failed lookup is for-
warded outwards to another VO by some local nodes
with certain “authority”, and the failed lookups of oth-
er VOs are also taken in by these authoritative nodes.
In this case, peer nodes can elect one or more
leaders with the highest performance, the maximum
trust or the best resource offers so as to efficaciously
contribute local resources to outsiders with minimum
transaction overhead. W, ('see section 3.2. 1) amongst
PNs may be a reasonable choice. PNs with the largest
W, are elected the SNs. Via applying Peterson’ s elec-
tion algorithm'”, elected SNs join a larger, global
Chord ring and carry out inter-VO communication
once local service falls short of appropriate resources.
As presented in section 4, propagation of lookup
messages will be first confined within VO, which is
relatively moderate-scaled. Gradually, messages are
distributed throughout the entire overlay network. In
this way, most queries may be restricted within a local
VO rather than immediately forwarded to the outside,
which reduces network flows.

4 Evaluation

In this section, we evaluate the performance of
our resource management mechanism. The SPIS'
system is used for simulation since it has been imple-
mented by the P2P research group of Southeast Uni-
versity and the code is written in Java with good por-
tability.

4.1 Assumption

For simplicity, we assume that there are two VOs
in the system. Nine different kinds of resources are de-
ployed in VO,, and eleven in VO,. However, peers in
both VOs randomly launch resource lookup requests
for ten different kinds of resources. Therefore, 10% of
users’ requests cannot be met in VO,. If VO,and VO,
start to share resources for mutual use, then only 5%

of all requests will be refused. Notice that the results
obtained in this section may also be applied to more
complicated scenarios which consist of more VOs.
4.2 Simulation setup

In order to test the performance of our mecha-
nism, SPIS based simulation acts as follows. Peer
nodes, which are free to join and leave a local VO,
randomly launch resource lookup requests. If lookup
failure occurs, SN is elected by Peterson’ s election al-
gorithm among these PNs. SNs from different VOs to-
gether join a larger Chord ring.

We compare the simulation results in two differ-
ent scenarios. In the former, VOs do not share any re-
source information (as shown in Fig. 4(a), VO, and
VO, work separately so about 90% requests can be
met in VO, ), while in the latter, resources are shared
by elected SNs (see Fig. 4 (b)) between the two
VOs.

(b)

Fig.4 Two simulation scenarios. (a) No SNs in VO; (b)
SNs exist in VO
4.3 Performance analyses
There are two counters, namely SuccessCounter
and FailedCounter, taking the record of successful and
failed numbers of lookups. As a result, we get the suc-
cess rate of random lookups in the two scenarios:

Sccess rate = SuccessCounter (4)
"~ SuccessCounter + FailedCounter

First, we consider the case in which no node join-
ing or leaving occurs. Tab. 1 and Tab. 2 show the
counters’ value and success rates respectively.
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Tab.1 Counter values and success rate when no SNs in VO
Times SuccessCounter FailCounter Success rate
1 54 8 0.8710
2 156 30 0.8387
3 209 40 0.8394
4 202 39 0.8382
5 306 57 0.8430
6 360 64 0.8911
7 454 62 0.879 8
8 422 70 0.8577
9 408 69 0.8553
10 480 86 0.8280
11 413 86 0.8880
12 486 25 0.9511
13 484 20 0.9599
14 515 21 0.960 8
15 532 22 0.960 3
16 505 21 0.960 1
17 551 23 0.960 3

Tab.2 Counter values and success rate when SNs exist in VO

Times SuccessCounter FailCounter Success rate
1 86 13 0. 868 7
2 127 9 0.9338
3 155 12 0.928 1
4 182 27 0.870 8
5 178 20 0.8990
6 214 22 0. 906 8
7 266 20 0.930 1
8 241 13 0.9330
9 298 18 0.944 0
10 296 22 0.9300
11 327 18 0.9470
12 303 17 0.9470
13 305 7 0.977 1
14 321 1 0.997 2
15 310 0 1
16 313 0 1
17 334 0 1

In the no SNs scenario (see Fig. 5(a)), the
success rate is increasing as time goes on. However, it
never reaches 1 if no such required resource exists in a
local VO (average success rate is 0. 895 6 in Fig. 5
(a), which approximates the 0.9 we assumed in sec-
tion 4. 1). In this circumstance, not all requirements
can be met, and it barely guarantees the quality of
service in the Grid environment.

In the second scenario, the success rate gradually
increases and finally reaches 1. Although it takes a bit
longer time to stabilize, Fig. 5(b) indicates that the
average success rate is higher (0.942 0 compared to
0. 895 6). Thus, the system achieves better perform-
ance and users get better service, which is not affected
by the slightly longer response time.
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Fig.5 Success rate. (a) No SNs in VO; (b) SNs exist in VO

When considering node joins, transitory low per-
formance inevitably occurs ( see Fig. 6).
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Fig. 6  Success rate with node joins. (a) No SNs in VO;
(b) SNs exist in VO

In the first scenario, at the 12th and 24th second,
new node joins the Chord ring. Similarly, node joining
happens at the 4th and 16th second in the latter sce-
nario. Indeed, system performance suffers a little, as
can be seen in Fig. 6. However, the inconsistent state
is transient, only occurring at the moment the node
enters. As for the node departure or failure, results are
much alike. Both lead to transient performance fluctu-
ations but little influence in the long run.

The average success rate in the second scenario is
also higher, as there is more resource available when
compared to individual VO.

Therefore, the Grid system is in possession of the
attractive features of P2P. It is scalable as well as ro-
bust.

5 Conclusion and Future Work

Traditionally, centralized resource management in
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Grid severely affects the robustness and flexibility of
the scheduling system, which leads to such problems
as key node failures and system bottlenecks. A natural
tendency of Grid is to expand in size for larger com-
munities and a natural tendency of P2P systems is the
increase in service complexity. This paper introduces a
P2P resource management mechanism, to cooperate
with the Grid system so as to achieve better average
performance and maintain the P2P characteristics. Fi-
nally, the experiments show that the results are quite
satisfactory.

Extension of this work to further discussion on
security issues is under investigation now and the re-
finement of the SPIS system in the ongoing procedure
is left for future research.
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