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Abstract: In order to improve Chinese overlapping ambiguity resolution based on a support vector machine,

statistical features are studied for representing the feature vectors. First, four statistical parameters—mutual

information, accessor variety, two-character word frequency and single-character word frequency are used to

describe the feature vectors respectively. Then other parameters are tried to add as complementary features to the

parameters which obtain the best results for further improving the classification performance. Experimental

results show that features represented by mutual information, single-character word frequency and accessor

variety can obtain an optimum result of 94. 39% . Compared with a commonly used word probability model, the

accuracy has been improved by 6. 62% . Such comparative results confirm that the classification performance can

be improved by feature selection and representation.
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Unlike English and other western languages, Chi-
nese is character based, not word based. There are no
“blank spaces” serving as word boundaries in Chinese
sentences. Word segmentation is the first step for Chi-
nese information processing, which is one of the bottle-
necks restricting the rapid development of Chinese lan-
guage understanding. An important factor which influ-
ences the accuracy of word segmentation is ambiguity
segmentation.

Generally speaking, ambiguity segmentation can
be classified into two classes: overlapping ambiguity
(OA) and combination ambiguity (CA)'"'. OA ac-
counts for the greater part of the ambiguity segmenta-
tion'”' . Especially, the overlapping ambiguity strings
(OAS) with the length of three characters is in the ma-
jority. Here, the 3-character OAS is used as an exam-
ple to describe the definition.

Given a Chinese character string c,c,c;, if ¢,c, €
W and c,c; € W, then c,c,c, is called a 3-character
OAS, where ¢, ¢, and ¢, are all Chinese characters, W
is a Chinese lexicon.

1 Previous Work

Previous methods can be classified into two
types: the rule-based approach and the statistical-based
approach. Although rule-based approaches may obtain
better performance, it takes more time and effort to
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build rule sets. Furthermore, it is impossible for a hu-
man to enumerate all possible instances. Hence, statisti-
cal based approaches have become the mainstream used
in resolving overlapping ambiguity.

Ref. [3] adopted the traditional word probability
model (WPM) to resolve the problem of OAS in
closed sets and obtained an accuracy of 85.46% . Then
it was combined with the rule based method, and the
results of up to 92. 07% could be achieved. Although a
significant improvement is gained, it takes more time
and effort for a human to build rule sets. Ref. [4]
viewed the overlapping ambiguity resolution as a clas-
sification problem and used a support vector machine
(SVM) combined with a K-NN classifier. The choice
of classifier is determined by the distance of the sample
to the optimal hyperplane. When the distance exceeded
the threshold &, the SVM classifier was adopted. Other-
wise, the K-NN classifier was used. The method took
the mutual information ( MI) between each character
pair as a feature and obtained a result of 91.65%.
However, the value of the threshold is mainly decided
by the experiment. And only MI is used as features of
SVM. Ref. [5] presented an ensemble of adapted Naive
Bayesian classifiers which used context words within
windows of different sizes as features to resolve ambi-
guities. The approach obtained a result of 94. 3% . This
method should make independency assumptions and
take measures for smoothing. Ref. [6] employed a
maximum entropy (ME) model as a classifier to deal
with overlapping ambiguity. The experimental results
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showed that this method could obtain an accuracy of
95.01% in open test set. From all the above results, it
is difficult to estimate which method is better because
each method uses different data sets.

Our work is based on Ref. [4]. We still view the
overlapping ambiguity resolution as a classification
problem, but only the SVM classifier is adopted for its
excellent learning ability, classification ability and high
generalization performance'”’ . In this paper, we mainly
focus on the features for improving the classification
accuracy. The statistical characteristics inside the over-
lapping ambiguity strings are exploited. Other than
Ref. [4], which combines different classifiers for fur-
ther improving the accuracy, this paper makes use of
the SVM ability of multi-feature fusion.

2 Features for Improving Chinese Overlap-
ping Ambiguity Resolution Based on SVM

Since most overlapping ambiguity strings are con-
text-free, overlapping ambiguity resolution can be re-
garded as a binary classification problem'* .

For example, given a 3-character Chinese OAS
c,C,C4, there are two segmentation paths ( seg;, and
seg,) for c,c,c, to be segmented into words. We define
“c,c, | ¢, as positive segmentation (seg,) and define

bl

“c, | c,c;” as negative segmentation ( seg,). Which
path should be selected mostly depends on the statisti-
cal characteristics among the OAS.

2.1 Feature selection criterion

In order to improve the classification accuracy, it
is very important to select features which can clearly
describe the differences between the two segmentation
paths. The combination strength of neighbor charac-
ters, word frequency and word independency can reflect
the differences in different aspects.

Taking the above ambiguity string c,c,c; as an
example, if one of the following four conditions is sat-
isfied, it is more possible for the string c,c,c; to choose
the positive segmentation.

(D Character ¢, and character ¢, combine more
strongly than characters ¢, and c;;

2 Word c¢,c, appears more frequently than word
CyC55

(3 Character c, serves as a single character word
more often than character c,;

@ Word ¢, c, can appear in more different context
than word c,c,, 1. e. word c,c, is more independent
than word c,c;.

For example, given a Chinese overlapping ambi-
guity string “H B4 (chul-jud-you3)”, when only con-

sidering conditions (1), @) and @), it will be segmented
into “H}/E.A"”. After adding condition (3), the right
segmentation form (“H EL/7”) is obtained.

2.2 Feature representation

Several parameters ( MI, accessor variety (AV),
single-character word frequency(SWF), and two-char-
acter word frequency( TWF)) are used to represent the
features based on the SVM.

e Mutual information

MI was used as an index to measure the absolute
combination strength between two Chinese characters
in Refs. [4, 8]. In this paper, MI is also adopted to re-
present features of the SVM. The representation method
is the same as in Refs. [4, 8].

For example, given a 3-character OAS c,c¢,c;, MI,
means the mutual information between the two charac-
ters ¢, and c¢,, MI, means the mutual information be-
tween character ¢, and character c,. The formula of MI
can be defined as

- p(x,y) _,  Nr(x,y)

MIGe =108 L Copn =18 oy

where p( -) represents the probability; 7( ) is the oc-

currence frequency; and N is the total number of Chi-
nese characters in the corpus.

In the experiment, data sparseness problems still
exist. The method proposed in Ref. [8] is used for
smoothing.

Suppose that r( ) is the actual occurrence fre-
quency; r” () is the frequency after smoothing, then

« (r+1)N
" TN+S 2)
where S is a constant value (S =6 775), representing
the number of Chinese characters which are used most
frequently.
e Accessor variety!””

AV is used to measure the independence of a
string. The bigger the value, the greater the independ-
ence. The AV of a string s is defined as

AV(s) =min{L,,(5),R,(5)} (3)
where L, (s) means the left accessor variety of s,
which is defined as the number of its distinct preceding
characters; R, (s) means the right accessor variety of
s, which is defined as the number of its distinct succee-
ding characters. If s appears at the beginning of a sen-
tence more than once, the value of L, (s) should add 1
each time when s appears at the beginning of a sen-
tence again, so as to obtain the value of R, (s).

To illustrate the definitions of these novel statisti-
cal criteria clearly, let us take the following six Chinese
sentences as an example.
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D [THEFFHIR T . (“The door hurts the hand” or
“The door handle is broken. ")

@ /N T 18 T (“Xiao Ming fixed the
door handle. )

@ XA T HEFARIESE.
y beautiful. )

@ AT FER T, (“This door handle is bro-

“This door handle is ver-

ken.”)
® [7TH#F 38 T g2 (“Is the door handle bro-
ken?”)

® #EBL 7113 F2(“Who fixed the door han-
dle?”)

Considering the string “|"JHIF" in these six sen-
tences, it has 3 distinct preceding characters, i. e., “B
(which represents the beginning of a sentence)”, “ 7,
“4~” and 4 distinct succeeding characters, i. €. , “F¢”,
“E (which means the end of a sentence)”, “fR”, “IR”.
As the string “| ]I appears twice at the beginning
and ending of sentences, the values of L (“[ THF")
and R, (“|'THEF") should add 1 respectively. There-
fore, the value of L (“[JHIF")is 4, and the value of
R, (“I"'JHUF")is 5. And the AV value of “[ THETF-" is
min(4,5) =4.

From the definition of AV, it is clear that the AV
value of a string can reflect the independence of the
string in a given corpus. The more appearances under
different linguistic environments, the more independ-
ence. As to the problem of overlapping ambiguity reso-
lution, if AV(c,c,) >AV(c,c,), which means the word
c,c, can appear under more different context environ-
ments than the word c,c; in the corpus, then the OAS
¢, ¢, ¢, tends to choose positive segmentation as the cor-
rect path. Here, we set

AV, =AV(c,c,) (4)
AV, =AV(c,6;) (5)
e Single-character word frequency

Given a 3-character ambiguity string ¢, c,c;, if the
occurrence frequency of single character word c;, is lar-
ger than that of ¢, in the training corpus, then positive
segmentation is more possible than negative segmenta-

tion.
Here we set
SWF, =SWF(c;) =r"(c;) (6)
SWEF, =SWF(c¢,) =r"(¢,) (7

where the meaning of " (+) is the same as in Eq. (2).
e Two-character word frequency
Supposing a 3-character ambiguity string ¢, c,c;, if
word ¢, ¢, appears more frequently than word c,c, in
the training corpus, then the proper path may trend to
select positive segmentation.

Here we set
TWF, =TWF(c,c,) =r"(c,c,) (8)
TWEF, =TWF(c,c;) =7 (¢,c5) (9)

where the meaning of r* (+) is the same as Eq. (2).
3 Experiments

3.1 Experimental condition

The Lancaster corpus of Mandarin Chinese (LC-
MC)"" is used as the training set. 220 articles about
education are used as test data. The forward maximum
match (FMM) and the backward maximum match
(BMM) methods are used for determining the overlap-
ping ambiguity strings. The dictionary used in the
FMM and the BMM contains about 108 750 words.
Each OAS has been manually proofread with the origi-
nal segmented training corpus. There are 8 594 and 1
194 3-character overlapping ambiguity strings in the
training set and the test set, respectively.

In the experiment, LIBSVM'"? is adopted to train
the SVM classifier.

3.2 Kernel function and parameter selection

In order to measure the influence of the kernel
function on the classification accuracy, three common
kernel functions are tested in the experiment.

e Linear
K(x,x;) =(xx;) (10)
e The d-th polynomial
K(x,x,) =[(x-x,) +1]° (11)
e The Gaussian radial basis function (RBF)
‘x —X; ‘2

K(x-x,) :exp( - ) =exp( —-o- \x—xi 1)

82
(12)
In this experiment, parameters are set to the de-
fault values in the LIBSVM. All the overlapping ambi-
guity strings in the training set are used as training
samples. The 5-fold cross validation method is used
for parameter optimization. The features are two di-
mensional vectors which are composed of MI, and MI,
as mentioned in section 2.2, i. e. {MI,, ML, ). The ex-
perimental results are shown in Tab. 1.

Tab.1 Performance comparison with different kernel functions

Kernel function Number of support vector — Accuracy/ %
Linear 3233 88.78
The 3rd polynomial 4762 83.33
RBF 3207 89.28

From the results, we can see that the kernel func-
tion of the RBF performs best. Therefore, the kernel
functions in the following experiments will adopt the
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RBF. There are two parameters while using the RBF
kernels: penalty constant C and kernel parameter o
Fig. 1 describes the relationship between the classifica-
tion accuracy and the SVM parameters ( C, g). Fig. 2
depicts the relationship between the number of support
vectors and the SVM parameters ( C, o). From Fig. 1,
we can see that the classification accuracy attains a
maximum value when C =1, 0 =0.5; when C =10, o
=10, the accuracy is a bit lower than the maximum
value, but the number of support vectors is much smal-
ler than the former, as shown in Fig. 2. However, the
greater the number of support vectors, the lower the
speed of the classification. So the parameters C and o
will be set to C =10, o =10.

Classification accuracy/ %
[ed
oo

C=0.1

C=1

c=10
87 € =100

C=1000
86 - ; - —
0.1 0.51 10 100 500 1 000

g
Fig.1 Classification accuracy under different SVM parameters

bt bt
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Number of support vectors
N

0.1 051 10 100 500 1 000

[
Fig.2 Number of support vectors under different SVM parameters

3.3 Performances of different feature representa-
tions

In order to evaluate the performances when differ-
ent statistical criteria are used to represent the features
of SVM, four statistical criteria (MI, AV, SWF, TWF)
are used to represent the feature vectors of two dimen-
sions respectively, such as (AV,, AV, ). The results are
shown in Tab. 2.

Tab.2 The performance comparison with
different statistical criteria

Statistical criterion =~ Number of support vectors Accuracy/ %

MI 2906 89.03
AV 6227 69. 51
SWF 3681 87.35
TWF 6 504 67.84

Tab. 2 shows that features represented by MI per-
form best. Features represented by TWF have the low-
est accuracy of classification.

Since the features represented by MI obtain prom-
ising results, three other statistical parameters ( AV,
SWF, TWF) are added as complementary features to
the SVM, respectively, so as to further improve the
classification performance. Then features can be repre-
sented as vectors of four dimensions, such as (MI,,
ML, AV,, AV, ). The training samples are the same as
in section 3. 2. Tab. 3 shows the results when different
features are added to MI.

Tab.3 Feature complementarity comparison with MI

Statistical criterion Number of support vector  Accuracy/ %
MI 2 906 89.03
MI + AV 2714 91.29
MI + TWF 2 646 91.29
MI + SWF 2436 92. 96

It is shown in Tab. 3 that the accuracy has im-
proved 3.93% after the feature SWF is added. While
the performances achieve improvements of 2. 26% after
adding AV and TWF respectively. Hence, compared
with the two other parameters AV and TWF, SWF gets
the best complementarity with MI.

As the SVM can be suitable for dealing with high
dimensional vectors, other two features (AV, TWF) are
added to MI + SWF so as to try the possibility for fur-
ther improving the performance. The results are shown
in Tab. 4.

Tab.4 Feature complementarity comparison with MI + SWF

Statistical criterion ~ Number of support vectors  Accuracy/ %
MI + SWF 2436 92. 96
MI + SWF + TWF 2303 93.47
MI + SWF + AV 2260 9. 14
MI + SWF + AV + TWF 2298 93. 80

From Tab. 4, we can see that MI + SWF + AV ob-
tains the best performance. The accuracy can achieve
up to 94. 14% . Compared with MI and MI + SWF, the
result has improved 5. 11% and 1. 18%, respectively.
However, when TWF is added to MI + SWF + AV, the
accuracy declines a little. That is because TWF cannot
serve as a complement to AV. So it is important for the
SVM to add complementary features for improving the
classification accuracy.

In the experiment, the computational cost increas-
es little when multi-features are added to the SVM. Be-
cause the computational cost is mostly dependent on
the number of training samples not the dimension of
the features.
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3.4 C(lassification performance vs. number of
training samples

Finally the relationship between the classification
performance and the number of training samples is test-
ed. We compare the performances of SVM classifiers
represented by different dimensional features with word
probability model methods, respectively. The word
probability model method is viewed as a baseline
which can be described as follows:

Suppose that W =c,c,...c, is an OAS, where c,(i
=1, 2, ..., n) are Chinese characters. There are two
segmentation paths (seg,, seg,) for W to be segmented
into words. The task of WPM is to choose the path
with the maximum product of word unigram probabili-

ties.
k

w” = arg max p(c,c,...c,) = arg mapr(wi)
seg W

i=1
(13)
where w, is the i-th word, and k is the number of words
in W.

In the experiment, the accuracy of WPM is
87.77% , which gives no change when the number of
training samples is increased. Because the performance
of WPM is only related to the size of the training set,
not the number of training samples.

Fig.3 to Fig. 5 show the relationship between the
accuracy of the SVM classifiers represented by differ-
ent features and the number of training samples. From
Fig. 3, we can see that the SVM classifier with features
represented by MI obtain better performance than that
of the baseline, while others represented by AV, TWF
and SWF are lower than that of the baseline. Further-
more, the performances of all these four SVM classifi-
ers change slightly when the number of the training
samples increases. After AV, TWF and SWF are added
as complementary features to MI respectively, the accu-
racy improves rapidly when the number of training
samples is smaller than 2 000. After that, the classifica-
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3 80 ~ SVM+MI

g -~ SVM+ AV
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Fig.3 Accuracy with two dimensional vectors vs. number

of training samples
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88
—~ SVM + MI + SWF + TWF
87 ~ SVM + MI+ SWF + AVI + TWF
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Fig.5 Accuracy with six/eight dimensional vectors vs.

number of training samples

tion accuracy changes with the increment of the train-
ing samples. When the number of training samples rea-
ches 8 000, the SVM classifier represented by MI and
SWF attains its best performance of 93. 05% , as shown
in Fig. 4.

Fig. 5 shows that the performances of the SVM
classifiers represented by MI + SWF + AV, MI + SWF
+TWF and MI + SWF + AV + TWF are better than
that of MI + SWF. The SVM classifier with features of
MI + SWF + AV achieves a global maximum value of
94.39% when the number of the training sample is
8 000. Compared with the baseline, the accuracy has
improved 6. 62% .

4 Conclusion

This paper studies the features for improving the
overlapping ambiguity resolution based on SVM. Four
statistical criteria are employed to represent the feature
vectors. First, two-dimensional vectors are represented
as features. MI outperforms other three statistical crite-
ria. After that, these three statistical criteria are added
to MI as complementary features, the performance of
the SVM classifier represented by MI + SWF improves
notably. Finally, the SVM classifier represented by MI
+ SWF + AV gets the optimal performance of
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94.39% . The classification accuracy has enhanced
6.62% when compared with the baseline.

The experimental results prove that the perform-
ance of the SVM classifiers can be improved by feature
selection and representation. Future work will focus on
the stability of the SVM classifiers when different data
are used.
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