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Abstract: Based on the coded and non-coded targets, the targets are extracted from the images according to their

size, shape and intensity etc. , and thus an improved method to identify the unique identity(ID) of every coded

target is put forward and the non-coded and coded targets are classified. Moreover, the gray scale centroid

algorithm is applied to obtain the subpixel location of both uncoded and coded targets. The initial matching of

the uncoded target correspondences between an image pair is established according to similarity and

compatibility, which are based on the ID correspondences of the coded targets. The outliers in the initial

matching of the uncoded target are eliminated according to three rules to finally obtain the uncoded target

correspondences. Practical examples show that the algorithm is rapid, robust and is of high precision and

matching ratio.
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The search for a robust and automatic solution of
the image correspondence problem, or image matching,
is one of the most challenging problems in computer
vision and digital photogrammetry. It has important ap-
plications value in many fields, such as movement esti-
mation, image synthesis, object recognition and track-
ing, etc. In computer vision and close-range photo-
grammetry, especially, the results of 3-D reconstruction
depend on the quality of image matching.

According to the cues used for matching, existing
algorithms can be divided into two categories: area-
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and feature-based matching
Compared to area-based matching, feature-based matc-
hing is not subject to infection by factors of illumina-
tion and projective changes of shape so that matching
results are comparatively reliable. Feature point matc-
hing algorithms can further be classified into global
methods, such as dynamic programming, relaxation, ex-
hausted search, and local algorithms, such as greedy
search, simulated annealing and randomized search.
The integration of the estimation of relative orien-
tation between the camera and the point correspon-

dence solution between two images was discussed in
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Ref. [5]. Although the epipolar geometry constraints
were considered in the relative orientation estimation
and correspondence solution, Ref. [5] concluded that
those restrictions were not enough to prevent or to di-
minish the occurrences of false correspondence.

The feature-based matching algorithm in Ref. [6]
is established on relaxation labeling of global optimiza-
tion. The involved metric of the distance relation be-
tween primitives and the volume of matching parallele-
piped (MP) based on epipolar constraints, together
with the metrics such as cross-correlation coefficients,
the differences of gradient and average intensity, make
the correct matching ratio higher and the matching
process automated. The 3-D reconstruction precision is
influenced since the extraction of the feature points was
made manually just with pixel accuracy in Ref. [6].

Our method uses coded and non-coded targets.
Both the coded and the non-coded targets are called
reference points. The coded targets are utilized for both
determination of distance relations between the primi-
tives and camera self-calibration which is not discussed
in this paper. The non-coded targets are utilized for 3-
D point reconstruction. The reference points are extrac-
ted automatically with subpixel accuracy. Therefore, the
proposed algorithm improves the automation level of
the above-mentioned algorithm by automatic detection
with the reference points and 3-D point reconstruction
precision.
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1 Automatic Coded and Non-Coded Targets
Detection

Our automatic reference point detection algorithm
includes mainly three steps, namely: reference point el-
lipse contours extracting, reference point identifying
and locating, as shown in Fig. 1(d).

1.1 Extracting reference point ellipse contours

The coded and non-coded targets that we used for
range photogrammetry are demonstrated in Figs. 1(b)
and (c). The coded target center is a circular target
surrounded by a unique code band pattern that is used
to identify the target. Fig. 1 (b) shows the structure of
a coded target. The “code band” is composed of bit po-
sitions at equally spaced 15 angular intervals, each of
the 15 portions is 24°. Each position can be either fore-
ground color or background color, corresponding to a
binary code “1” or “0”.

(d)

Fig.1 Reference point. (a) Structure of coded target; (b) Illus-

tration of coded point; (¢) Non-coded point; (d) Local extracting

result of the scene

The inner circle of the reference point is the target
to be detected. The target of the reference point be-
comes an ellipse by camera imaging. The image coor-
dinates of the ellipse center are picked up by the ex-
tracting algorithm of the image feature.

First, the image is segmented using a Canny oper-
ator. Secondly, the contour information denoting differ-
ent areas is extracted. Thirdly, combining with the fea-
tures of the size, shape, intensity change and position
distribution of the reference points, ellipse contours are
extracted. Fig. 2 shows the process of eliminating non-
reference targets by using reference point features.
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Fig.2 The process of eliminating non-reference points by
using reference point feature. (a) Local scene image; (b) Edge
image; (¢) The filteration result by the size rule; (d) The filteration
result by the concavo-convex and close rule; (e) The filteration re-
sult by the circinal rule; (f) The fitting filteration result by least-
squares; (g) The filteration result by the gray-scale rule; (h) The fil-

teration result by the location rule

1.2 Identifying coded and non-coded targets

The identification process aims to identify con-
nected regions of pixels that represent the boundaries of
the elliptical imaged targets. This is done by identifying
edge pixels within the image and then classifying con-
nected regions of edge pixels as either coded point or
non-coded point'”'

Fig. 3(a) shows an example of an ellipse (la-
belled D) that has been fitted to the edge pixels of the
image of a circular coded target. Since the geometry of
the coded target is known, ellipses that define the inner
and outer boundaries of the code band (labelled C and
A) and the centre of the code band (labelled B), can
be computed.

The intensity value of point T, pixel lies on the
median value of window T.T,. The corresponding code
for each candidate target is computed by minimizing a
function of one variable. The intensity values of all
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Fig.3 Decoding coded target. (a) Coded target with fitted el-
lipse (labelled D), the inner and outer boundaries of the code band
(labelled C and A), and the ellipse observed the code band pixel in-
tensities on it (labelled B); (b) The relations between ellipses la-
belled A, B, C and D; (¢) The intensity value of point 7 pixel lying

on the median value of window 7T,

pixels lying on the ellipse that runs through the centre
of the code band are determined. The coordinates of
these pixels are normalized so that each intensity value
corresponds to a position on a unit circle, rather than
on an ellipse!”. The intensity value of every pixel be-
tween the unit circle and the ellipse B is one-to-one,
Starting at an angle of the unit circle is divided into 15
bit segments (for a 15-bit code), each with an angular
extent of 24°. The mean intensity value corresponding
to each bit segment is used to determine whether the
bit segment is a “1” or a “0”, consequently, the ID of
the code target is obtained.

To decode the pattern, the binary code is read
clockwise. Each bit is considered to be the first bit in
turn. This means that there are 15 binary numbers to be
considered. The smallest one among these 15 numbers
is chosen to be the ID of the coded point. For instance,
the 15-bit code shown in Fig. 1(b) corresponds to the
binary sequences “(001100111011111”, “0110011101111107,
“110011101111100™, ... “110011001110111”, “100110011101111”
(white or empty regions represent “1”s and black or
inked regions represent “0” s). Of these nine binary
numbers, 001010111, has the lowest value
“001100111011111, =6623”, so this code pattern is la-
belled as number 6623. It is also the ID of this code
target.

The recognized unique identity of the coded point
separates the coded targets from the non-coded ones.

The coded target number is identified by the fea-
tures of the coded target. Therefore, the matching rela-
tionship between coded targets in multiple views is es-
tablished easily by the number of coded targets.

1.3 Subpixel target center detection

In close-range photogrammetry, the image loca-
tion of reference points are applied to camera calibra-
tion or 3-D reconstruction. Therefore, the precision of
close-range photogrammetric measurements is influ-
enced by the location algorithm of reference points.
According to Ref. [8], the gray scale centroid locating
method is more accurate compared to other subpixel al-
gorithms. This method is applied to our algorithm. The
target center coordinates of the reference point can be
calculated by
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3L
Z3h

where (x_,y.) are the target center coordinates of the
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reference point, and /;; is the intensity value of the
point (i,j) pixel.

2 Reference Point Based Matching

Now we will give a description of the algorithm
of reference point based matching, which improves on
the original algorithm in Ref. [6] to obtain higher effi-
ciency and 3-D reconstruction precision. In this paper,
the pair of candidates (i, j) that are the i-th and j-th
feature points to be matched within two images are ex-
pressed by non-coded targets, and their neighbors (i,
J,) are expressed by coded targets, as shown in Fig. 4.
While it is difficult to blind search within two images
for corresponding points, it is easier to start from an al-
ready matched pair. To facilitate this, first, the coded
targets within two images are matched by using their
IDs. Secondly, the matching process of the non-coded

© Point j

Point i

Fig.4 The pair of candidates (i, j) and their neighbors
(i, Jo)
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targets within two images is performed based on the
matching result of the coded targets.
2.1 Similarity computation

In similarity computation, there are usually various
metrics for the pair of candidates (i, j), such as cross-
correlation coefficient Pij» gradient difference and aver-
age intensity difference. They are expressed as

S;C =P
ST = fi s 18 =80 1)
8§ =l 11 =1 = (L = 1) )

Then, the initial similarity for one pair (i, j) can be

calculated by

S} =57 S sy 2
where «, is a positive constant whose value is related
to the degree of variation of S with the distance d;; be-
tween i and j, g,; is the magnitude of the gradient
around i(j), I is the average intensity around i(j),
and I, j 1s the average intensities of the two different
images.

The constraints related to epipolar geometry may
be incorporated into the similarity computation, as an
additional metric. The metric is calculated according to

S =f (o Vi (F. 1)) (3)
where V,; is the volume of the matching parallelepiped
for the pair (i, j), whose value is directly proportional
to the distance from j to the epipolar line defined by i,
and vice versa. As a result, this volume may be used as
a metric associated with the attendance of epipolar ge-
ometry. For more details, see Ref. [6]. F is the estima-
tion of the fundamental matrix. Then the initial similar-
ity can be rewritten as

S5 =S5 S5 st sy (4)
2.2 Compatibility computation
In compatibility computation, there are usually

metrics for the pair of candidates (i, j): distance rela-
dist
ij

of MP based metric C;". They are expressed as

N
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tion between neighbors based metric C;;” and volume

where, according to Ref. [5], 6(i, ;1. j,) :e’fr, it is a
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Gaussian function, r =
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candidates (i, j), and d (-) represents the Euclidean
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where «, is similar to «,, in Eq. (3),and Vy,( F, i,
Js) 1is the volume of MP of neighbors around (i, j).

Compared to the method in Ref. [6], the corre-
spondence of the neighbors expressed by the coded tar-
gets between the two different images is achieved easi-
ly so that its corresponding volume computation of MP
is easier.

The compatibility, considering distance relations
and epipolar constraints, is obtained as

C(i,j) =C;* CF (5)
2.3 Matching solution

Compared to the method in Ref. [6], the iterative
computation is not involved since the determination of
relation orientation is not considered in the proposed
algorithm.

First, the similarities are computed using the cross-
correlation coefficients and the differences of gradient
as metrics. The compatibility is computed considering
the distance relations between neighbors. The initial
matching of the uncoded target correspondences be-
tween an image pair is established according to similar-
ity and compatibility, which are based on the ID corre-
spondences of the coded targets. Secondly, the F matrix
is computed using coded target
matched by using the method in Ref. [9]. Then, the
volume of MP is computed using the coordinates of the

correspondences

non-coded targets matched initially by
Vae(F.1.j) = |pFp, | (6)
If
Va(F.i.j) = |p/ Fp, | <ew (7
then S and C" are computed, respectively, by using
the volume of the MP. Otherwise, the candidate pairs of
the non-coded targets are eliminated from its initial
matching solution. Where &, 1s the threshold of the
volume of the MP. The constraints related to epipolar
geometry based on the volume of the MP may be in-
corporated into the similarity computation by Eq. (4),
as an additional metric and the similarity is recomput-
ed. The constraints related to epipolar geometry based
on the volume of the MP may be incorporated into the
compatibility computation by Eq. (5), as an additional
metric and the compatibility is recomputed. So, the new
initial matching solution of the uncoded target is ob-
tained by the similarity and the compatibility. Finally,
the outliers in the initial matching of the uncoded target
are eliminated according to three rules to obtain the un-
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coded target correspondences.
2.4 Elimination of false matching

Once the initial solution by similarity and compat-
ibility is obtained, the false matching can be eliminated
by three rules as follows:
One threshold g, is defined, if
S; <&, the pair (i,j) will be excluded from the solu-

1) Similarity rule

tion.

2) Ambiguity rule Ambiguity is another criteri-
on that may be used to exclude some error matches. It
is expressed by non-ambiguity factor'” F,, which is de-
fined as F, =1 —p®®/p™™, where (1st) and (2nd) re-
fer to the biggest and the second biggest similarity for
point i, respectively. One threshold e, is defined, if F;
< &nar» the pair(i, j) will be excluded from the solu-
tion.

3) Triangulation error rule Triangulation error
D

the left and right images, respectively, as in Fig. 5. p,

. 18 the distance between vectors P, and P, being in
and p, are the image points of the 3-D point P in the
left and right images, respectively. P’ is a 3-D point
which is a solution by using image points p,, p,. & is
the threshold of D,. If D, > &, the pair (i,j) will be
excluded from the solution.

tri®

Fig.5 Triangulation and measure error D,

tri

3 Experimental Results

The proposed algorithm was implemented by
VC ++. The real images, with 4 246 x 2 848 resolution,
were obtained from a Nikon digital camera.

The multiple images are used to test our algo-
rithm. Experiments show that the average percentage of
correct matching is above 98. 9% . The 3-D reconstruc-
tion precision obtained is lower than 0.4 mm/m since
the subpixel center locating algorithm with a 0. 02 pixel
accuracy is utilized.

Fig. 6(a) is the epipolar line and reference points
matching results of one of our tests. There are 8 pairs
of coded targets and 46 pairs of non-coded targets. The
ratio of the average correct matching is 99.2% .

Fig. 6(b) is the epipolar line and reference points
matching results in another test. There are 28 pairs of
coded targets and 185 pairs of non-coded targets in this

(b)

Fig.6 The epipolar line and reference point matching of the

scene

experiment. The ratio of the average correct matching
is 98. 6% .

4 Conclusion

A non-iterative image feature matching algorithm
based on reference point correspondences is proposed.
The code and non-coded targets are utilized in the
proposed algorithm to improve the algorithm in Ref.
[6]. According to the rule of size, shape, intensity
change and position distributing, the reference points
in the images are detected automatically to avoid man-
ually picking up the feature points in Ref. [6]. The
matching of coded targets between the different ima-
ges is reached easily by using the unique identity of
coded targets. Based on the coded targets matched, the
matching of non-coded targets is also easier. The loca-
ting precision of a reference point center is higher than
that of the existing method in Ref. [6] by using the
subpixel target center locating algorithm. The initial
matching of the uncoded target correspondences be-
tween an image pair is established according to simi-
larity and compatibility, which are based on the ID
correspondences of the coded targets. The outliers in
the initial matching of the uncoded target are elimina-
ted according to three rules to finally obtain the un-
coded target correspondences. Practical examples show
that the algorithm is rapid, robust and is of a high pre-
cision and matching ratio.
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