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Abstract: The condensation tracking algorithm uses a prior transition probability as the proposal distribution,

which does not make full use of the current observation. In order to overcome this shortcoming, a new face

tracking algorithm based on particle filter with mean shift importance sampling is proposed. First, the coarse

location of the face target is attained by the efficient mean shift tracker, and then the result is used to construct

the proposal distribution for particle propagation. Because the particles obtained with this method can cluster

around the true state region, particle efficiency is improved greatly. The experimental results show that the

performance of the proposed algorithm is better than that of the standard condensation tracking algorithm.
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Nowadays, face tracking in video sequences at-
tracts more and more attention in the computer vision
fields. In essence, face tracking is a dynamic estimation
problem, that is to say, the task of face tracking is to
recover the unknown values (position and scale) of the
face target using the observed video sequence. Re-
cently, the particle filter has gained prevalence in the
tracking literature, which provides a robust tracking
framework as it requires neither the system to be linear
nor the noise to be Gaussian.

However, the efficiency and accuracy of the parti-
cle filter depend drastically on the proposal distribution
used to reallocate the particles. Currently, there are
7 but

unfortunately, maybe they are not suitable for object

many ways to design the proposal distribution

tracing because the choice of a proposal distribution al-
ways depends on what special problems need to be
solved. In the general condensation algorithm'” for vis-
ual tracking, the transition prior probability is used as
the proposal distribution, which is simple, but the main
shortcoming is that the most recent observation is neg-
lected, this often results in poor performance.

This paper proposes a new particle filter with
mean shift importance sampling for face tracking, and
it uses the mean shift tracker to construct the proposal
distribution. The essential idea is to make the proposal
distribution admit the most recent observation via the
mean shift tracker. The experimental results demon-
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strate the efficiency of this algorithm for face tracking.

1 Particle Filter and Condensation

The particle filter''™

dynamic state estimation via Bayesian inference. Its

is a useful tool to perform

main task is to estimate the unknown state vector x

from a collection of observations Z = {z,, z,, ..., 2, }.
The particle filter is composed of two important com-
ponents:
State transition model
x, =f(x, ) +v,«~—p(x, | x, ) (1a)
Observation model
7, =h(x) +n,~—p(z, | x)) (1b)

The whole inference process of particle filter com-
prises two stages:
Prediction

p(x,12,0) = [p(x, |x, Dp(x,, |2, )dx . (2a)
Update
p(x, |Z) =Kp(z |x)p(x,[Z,_) (2b)

The key idea of the particle filter is to represent
the posterior distribution by a weighted particles set S
={(x",w") [n=1,2,..,N}.

For the first order Markov process, suppose that
we can obtain the particles set {xﬁi) li=1,2,...,N} at
time ¢ via a proposal distribution ¢(x, | x,_,, z,), the
particles can be weighted as'"

N CA LAY CAE )
g(x [ x_,,z,)

t -1
. 7 - . . .
Condensation'” is a special version of a particle

(3)

filter for object tracking in video sequences, which uses
the transition prior probability p(x, | x,_,) as a propos-
al distribution. Roughly speaking, the realization of
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condensation comprises mainly three steps: resampling,
dynamic prediction, and observation update. Fig. 1

shows the diagram of condensation.
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Fig.1 The diagram of condensation

2 Particle Filter with Mean Shift Impor-
tance Sampling

2.1 Construct proposal distribution using mean
shift tracker

In the aforementioned condensation tracking algo-
rithm, a transition prior probability p(x, | x,_,) is used
as the proposal distribution for visual tracking. The
main shortcoming of this kind of proposal distribution
is that the most recent observation is neglected. It fre-
quently results in poor tracking performance. In order
to improve the tracking performance, a better proposal
distribution should be chosen. Obviously, the most re-
cent observation can provide useful information for the
proposal distribution, if the proposal distribution can
embody the most recent observation, it is likely to di-
rect particles to the ideal place.

Now the problem is how to make the proposal
distribution embody the most recent observation. As-
sume that we can get the coarse target state estimation
using the most recent observation. Then we can use
this coarse state estimation to construct the proposal
distribution. Mean shift tracker'® is an ideal choice to
fulfill the above task due to its high efficiency for ob-
ject tracking.

Mean shift'®™ is an effective method for mode
seeking in probability space, which is based on the the-
ory of nonparametric kernel probability density estima-
tion. Comaniciu et al. proposed a simple and efficient
object tracking algorithm'” based on the mean shift the-
ory, in which the kernel histogram is used as the track-
ing cue.

Let {x;},_,, ., represent the pixel locations rel-
ative to the center of the target model region, and u =
1,2, ..., m be the bin index of the color histogram;
then the kernel color histogram of the target model can
be denoted as

Q. = CY K|,

D)8lb(x;) —ul (4a)

C = 1

2 k(e 1)
i=1

where § is Kronecker delta function, and b(x,") is the

(4b)

function that gives the bin index of point x,".

In the same way, let {x,},_, , ,, be the pixel lo-
cations relative to the center x of the candidate target
region; then the kernel color histogram of the candi-
date target can be denoted as

pu(x) = Chik( o 2)B[b(x,-) —u] (5a)
€ o= . (5b)
X =X,
24 =5)

The similarity of the target model and the candi-
date target can be computed using the following Bhat-
tacharyya coefficient.

px) =plpx.dl = ¥ /p.(0d, (O

Searching the target in frame ¢ is essentially to seek x
that makes Eq. (6) maximal.

To assume X, is the target location in frame 7 -1,
and {p,(X,)},_,, ., is its kernel color histogram.
When the kernel color histogram {p,(£)},.,, , in
frame ¢ does not

change drastically from

{P.(X,) }.-12...m» We can search the target in frame ¢

. . . A A a [9
by the following iterative process £,—%,—%," :

np A 2
Xo —X;
zxiwig( )
£ = - . (7)
Sl [ 72
i=1 ' h

Suppose that the coarse tracking result given by
the mean shift tracker at time ¢ is x, = {Xx,, Y> S0 }»
where x,, v, and s, are the location and scale of the
face target; then we can use this result to construct the
proposal distribution of the particle filter with mean
shift importance sampling as follows:

1
2m > [ 3]
1 -
S —x) 3, —x) "] (®)
where x, is the state vector of the tracked face, and 3 is

exp[ —

the proposal distribution covariance which can be de-
termined in accordance with the reliability of the mean
shift tracker or the empirical knowledge.
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2.2 Weight the particles

When we use the proposal distribution of Eq. (8)
to produce the particles of time ¢, it is obvious that the
point to point propagation rule in the standard particle
filter is broken, so the particle weighted formula (3)
should be modified. According to the theory of the

Bayesian filter and importance sampling'""

! if we use
the proposal distribution g (x,) given by Eq. (8) to
x"i=1,2,.
then the weight of the z-th particle x! can be computed

as

generate a particles set { N} at time t,

.oz I x)p(x | z,)
w, = i
q(x,)
= zp(x/t—l ‘Zt—l)p(x; ‘xi—l) =

(9a)

(x; ‘ Z)

2 wio p(x X)) (9b)

From Egs. (9a) and (9b) we can see that, for
each particle’ s weight computation, the sum in Eq.
(9b) must be evaluated. It is more complex than the
standard particle filter. In order to reduce the computa-
tional burden, we give the following theorem.

N
Theorem 1  Suppose that » w,, = 1.X,, =
i=1

> wi x!_ ., x,is fixed, p(x, | x,_,) is the first order

i=1
Taylor expansion of p(x, | x,_,) around ¥, _,, the resid-
ual error of the Taylor expansion at point x! , is R,

N N
then 2 wi_ p(x, ‘ xt,_l) = p(x, ‘ X)) + 2 wi R,
i=1 i=1

Proof
p(x, | x, |) is the function of variable x

When x, is fixed and x,_, is variable,
,_;. For clari-
ty,p(x, | x,_,) and p(x, |x,_,) can be denoted as
P (x,_;) and p, (x,_,), respectively. Because p (x,
| x,_,) is the first order Taylor expansion approxima-
tion of p(x, | x,_,),p(x, | x!_,) can be expressed as
p(x, ‘xi—]) pr,(xifl) :ﬁx,(x;fl) +R; =
op.(x,_y)
ox,_,

(x,_, =X,_)) +R,

Xp-17%1-1

pxt(jt—l) +

(10)
Then we can obtain

N N
ZMw@J#)=ZMJA@ﬂ+K]=

< Ope (X)) P
2 wl lpx(xl 1) + 2 wl 1 o = (xr—l _xz—l) +
-1 X, =X,
; 8px,(x,,) N
ZWHR =p,(X_) + 7(% ] (zw'_ X, -x_, )+
i=1 -1 X, =X,

N
;%ﬂ—mmﬂ+2m£—ﬂx\J+Zmﬂ

(11)

Based on theorem 1, we can approximate Eq.
(9b) in the sense of the first order Taylor expansion
as

p(x;lz) = ZMlp(x X)) =~

(i

Then Eq. (9a) becomes

W; —~ p(zt ‘x;)p(lx; ‘xr—l) (13)
q(x,)

Obviously, this reduces the computational complexity

LoxL ) =p(xlxL) (12)

greatly.

3 Face Tracking Schemes

3.1 State transition model

Define x = {x, y, s} as the state vector, where x, y
is the face target location, and s is the face scale ( The
facial shape is regarded as the ellipse of 1:1.2). In
order to alleviate the poor effects of an imperfect pro-
posal distribution constructed via the mean shift track-
er due to a poor environment, the particle allocation
mechanism of our face tracking system comprises
three forms: importance sampling via the proposal dis-
tribution in Eq. (8), prior uniform distribution, and
prior transition, as expressed by Eq. (14). This kind
of sampling mechanism is similar to ICONDENSATI-
ON[IO]
very different (ours is based on the mean shift track-

; however, our importance sampling method is

er) and the probability (#,) of importance sampling is
adaptive.
q(x,) a<t
p(x, [z,_) ={Ux) h<a<t +1 (14)
p(x, |x,_ ) t +t,<a

where f, and ¢, are the parameters that decide the
probability of three sampling forms; « is a random
number of uniform distribution in[0, 1]; ¢g(x,) is the
proposal distribution function given by Eq. (8);
U(x,) denotes a uniform distribution in a specified re-
gion. In our face tracking system, the probability of
importance sampling #, is not fixed, that is to say, it
can be adjusted according to the reliability of the pro-
posal distribution. The higher similarity measure be-
tween the candidate region decided by mean shift
tracker and the face model, the larger ¢, is, and vice
versa. It is obvious that this adaptive mechanism can
alleviate the negative influence due to the imperfect
proposal distribution.
3.2 Observation model

In the observation update step we weight each
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particle according to the current observations. The first
problem in this step we face is the choice of tracking
cues. In this paper, color and shape are chosen as the
tracking cues.
3.2.1 Color model

We choose a color histogram in HSV space to
describe the face target. In order to alleviate the effect
of illumination, we use fewer bins for the V compo-
nent when the color histogram is established, specific-
ally, HSV color space is quantized as 8 x8 x4 bins.

Suppose that ¢ and p, are the color histogram of
the face model and candidate region decided by the
state vector x,, respectively. The similarity measure
between ¢. and p_ can be computed using Bhatta-
charyya distance.

d.=./1-plp.q.] (15a)
plp..q] = Z«/pc(u)qc(u) (15b)

where u is the index of color histogram bins.

The color observation likelihood can be defined
as

w(z, | x,) <exp( -2.d,) (16)

where A is the constant factor, and z, denotes the col-
or observation.
3.2.2 Shape model

The facial shape can always be approximated by
an ellipse, so in this paper a parametric ellipse is used
as the facial shape model. The observation likelihood
measure of the elliptical facial shape is based on the
image gradient. Specifically, we first construct N
measure lines along the hypothesized ellipse decided
by state vector {x, y, s}, as shown in Fig.2(a). With
regard to every measure line, for instance, the k-th
measure line shown in Fig. 2 (b), the edge detection
is then processed on the measure line, and we use the
distance between the point p, (intersection) and the
nearest edge point ¢, from it to describe the shape
similarity of the k-th measure line. Suppose that the

a) (b)
Fig.2 Facial ellipse shape similarity computation. (a)

Sketch map of measure lines construction; (b) Shape similarity
computation of the k-th measure line

coordinates of point p, and ¢, are (x,,y,) and (x,,
Vo) » tespectively, then the similarity measure of the k-
th measure line can be computed as

dk:/\/(xk_xek)z"_(yk_yek)z (17)
The whole shape similarity of the ellipse decided

by state vector (x, y, s) can be obtained as

4= ¥4 (18)

where K is the number of measure lines.

The shape observation likelihood can be defined

as

w(z, |x,) o exp(—A.d,) (19)
where A, is a constant factor, and z, denotes the shape
observation.

Under the assumption that the observations from
the color and shape cues are statistically independent,
the entire observation likelihood of state x, is given.

pzlx) =wiz lx)w(z|x)  (20)
3.3 Realization of our face tracking algorithm

Suppose that the particles set at time 7 — 1 is
{(x”,w” |n=1,2,...,N}, for the frame of time f,
the realization of our face tracking system can be sum-
marized as follows:

(D Obtain the coarse target state estimation x,, =
{x0, V0, S0} Vvia the mean shift tracker, then use {x,,
Yo, S} to construct the proposal distribution g(x,) as
Eq. (8).

) Propagate the particles as Eq. (14) and get

the state particles set {x\” |n=1,2, ..., N} of time .

(n)
[

(3 For every particle x|, give its weight accord-
ing to the observation as follows:
a) If x!” ~q(x,), then
() _P(Z, ‘xim)P(xi") ‘fpl)
C q(x;")
b) If x!” ~U(x,) or x” ~p(x, |x,_,), then
w” =p(z, | x")
@ Normalize {w'” |n =1,2, ..., N} to get

{w,*(’” ln=1,2, ..., N}, and estimate the target state

of time ¢

N
= _ * (n) (n)
X, = z w, X,

n=l1
4 Experimental Results

The performance of our face tracking algorithm
based on the particle filter with mean shift importance
sampling is tested using the video sequences down-
loaded from the Stanford Vision Laboratory, which are
designed specially to test face tracking algorithms. 50
particles are used in the particle filter proposed in this
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paper. For comparison purposes, we also implement
face tracking based on the general condensation track-
ing algorithm using 100 particles. Figs. 3(a) and (b)
show the tracking results of the condensation tracking
algorithm and our proposed method, respectively.
From the given results we can see that the condensa-
tion is easily distracted by background clutter because

its proposal distribution does not take into account the

As for the computational complexity, although
the proposed algorithm introduces the mean shift
tracker to construct the proposal distribution function,
the mean shift tracker is simple and efficient. Further-
more, it is only used to attain the coarse location of
the face, so we can make the mean shift tracker iterate
very few times in each frame (3 times in this paper).
From the above discussion we can see that the mean
shift tracker does not bring much computational bur-
den. On the other hand, although the proposed algo-
rithm is more complex when computing particle
weight, the theorem given in this paper can solve this
problem perfectly. On the whole, the proposed algo-
rithm is a little more complex than the condensation
tracking algorithm, but it is worthy due to good per-
formance it brings.

5 Conclusion

The efficiency and accuracy of the particle filter
depend drastically on the proposal distribution used to
re-allocate the particles. In the general condensation
algorithm for visual tracking, the prior transition prob-
ability is used as the proposal distribution, the main

(b)

Fig.3 Comparison of face tracking results. (a) Condensation algorithm; (b) Algorithm proposed in this paper

current observation. On the other hand, because the
superior proposal distribution of our particle filter with
mean shift importance sampling can place the limited
particles more effectively, it provides obvious im-
provement over the condensation tracking algorithm.
In addition, it should be noted that our improved parti-
cle filter only uses half the number of particles that are
used by the condensation tracking algorithm .

shortcoming of which is that the most recent observa-
tion is neglected, so it frequently results in the poor
performance. In this paper a new face tracking algo-
rithm based on a particle filter with mean shift impor-
tance sampling is proposed, which uses a mean shift
tracker to construct the proposal distribution. The es-
sential idea is to make the proposal distribution em-
body the most recent observation via the mean shift
tracker. The experimental results of face tracking dem-
onstrate the efficiency of this algorithm.
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