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Abstract: The design and evaluation of accelerated transmission ( AT) systems in peer-to-peer networks for data

transmission are introduced. Based on transfer control protocol ( TCP) and peer-to-peer ( P2P) substrate

networks, AT can select peers of high performance quality, monitor the transfer status of each peer, dynamically

adjust the transmission velocity and react to connection degradation with high accuracy and low overhead. The

system performance is evaluated by simulations, and the interrelationship between network flow, bandwidth

utilities and network throughput is analyzed. Owing to the collaborative operation of neighboring peers, AT

accelerates the process of data transmission and the collective network performance is much more satisfactory.
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Internet is such an infrastructure that, common us-
ers first get access to a regional network connection,
such as an Internet service provider (ISP), and from
there to the global Internet. It is often the case that the
performance levels of network connections are based
on their bandwidths, since more bandwidth normally
means higher throughput and better quality-of-service
to an application. As Internet grows in size and ex-
pands in scale, different people from different organiza-
tions may want to share electronic documents, video or
audio materials. These files may be confidential so as
not to be interpreted by a third party. Moreover, files
may be so huge in size that the transmission may last
for quite a long time. In such a scenario, secure and ac-
celerated transmission has become a crucial concern.

In most cases, user access bandwidth, for example
the 10/100 Mbit/s Ethernet, is adequate for most appli-
cations. However, when people from different organi-
zations start to communicate with one another, band-
width bottleneck exists in the Internet “clouds” which
build up the whole communication path from the
source to the destination. Concerning the application
scenario, accelerated transmission (AT) takes into con-
sideration both the “peer selection” and the real-time
bandwidth measurement to fit the requirements of large
file transmissions. Moreover, AT does not require any
routing or addressing capabilities beyond unicast for-
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warding, and, by collecting feedback in the course of
transmission, it provides significant benefits in terms of
swiftness, security, and stability.

1 Related Work

Peer-to-peer (P2P) systems have gained tremen-
dous momentum in recent years. Peers communicate di-
rectly with one another for the sharing and exchange of
data as well as other resources such as storage and CPU
capacity. While AT is a novel file transmission system
originated by the P2P research group at Southeast Uni-
versity, its idea comes from several earlier works by
studying their efficacious mechanisms. PROMISE'"
deals with P2P real-time media streaming that poses
more stringent resource requirements for real-time
media data transmission. A novel P2P service called
CollectCast is developed, which has a pattern of “one
receiver collecting data from multiple senders”. Simi-
larly, Concast'” enables a single receiver to treat a
large group of senders as a single entity using a group
identifier such as multicast. When multiple senders
(members of the Concast group) transmit identical
datagrams to a single receiver, at most one copy is de-
livered.

Unlike PROMISE, Concast or other P2P file sha-
ring applications such as BT, peers that once participa-
ted in the bygone sessions were not allowed to cache
files for possible file retrieval in the future due to secu-
rity considerations. Besides, AT aims at the alleviation
of link bottlenecks along the transmission path. It does
not see all senders as a whole but treats them individu-
ally to achieve overall maximum bandwidth utilization.
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2 Assumptions and Definitions

In this paper, we focus on long-distance, large-size
file transmission in a peer-to-peer context. Due to po-
tential large file sizes and thus long transfer time, band-
widths in the transmission path are of primary concern.
2.1 Bandwidth definitions

We define a network path as the sequence of links
that forward packets from the sender (source) to the
receiver (destination). In this paper, we use the fol-
lowing bandwidth definitions'”' :

e Link bandwidth The data transmission rate of a
certain link. We call the lowest link bandwidth in a
network path the bottleneck link bandwidth.

e Capacity The maximum IP-layer throughput that
the path can provide to a flow, when there is no com-
peting traffic load (cross traffic).

e Available bandwidth
throughput that the path can provide to a flow, given

The maximum IP-layer

the path’s current cross traffic load.

The link with the minimum transmission rate de-
termines the capacity of the path, while the link with
the minimum unused capacity limits the available
bandwidth. Performance of AT largely depends on the
available bandwidth that a network path can provide.
2.2 Network model

Link available bandwidth is easily affected by
cross traffic. There are two kinds of cross traffic in an
actual situation'*': path persistent cross traffic and one-
hop persistent cross traffic. As shown in Fig. 1'¥', path
persistent cross traffic runs through the entire transmis-
sion path while one-hop persistent cross traffic occurs
in only one link.

As a matter of fact, cross an traffic in actual net-
work is inevitably a combination of both one-hop per-

Cross traffic destination

Cross traffic source(b)

Fig.1 Cross traffic. (a) One case of path persistent cross traf-

fic; (b) One case of one-hop persistent cross traffic

sistent cross traffic and path persistent cross traffic,
which makes the situation complex. We will see in sec-
tion 5 that cross traffic conforms to some traffic distri-
bution models so we may go deeper into its behavior
monitoring.

3 Overview of AT

Traditionally, Internet offers two types of best-
effort channels to applications: point-to-point unicast
and point-to-multipoint multicast. Symmetry considera-
tions suggest that Internet should support a third type
of channel: multipoint-to-point. When information
needs to flow in the direction opposite the multicast,
the only option is to use multiple unicast. In P2P sys-
tems, peers directly communicate with each other via
specific routing protocols. Thus, we are able to make
possible the multiple point-to-point communication
channels by virtue of P2P.

The AT architecture consists of a set of peers
interconnected through a P2P substrate (see Fig. 2).
The P2P substrate maintains connectivity among peers,
and manages peer membership. AT operation is inde-
pendent of the underlying P2P architecture; therefore,
it can be deployed on the top of P2P substrates such as
Gnutella™ , CAN'™ | Chord"” or Pastry[g] .

Receiver

Fig.2 Structure of AT

Organized by a peer-to-peer substrate, AT reflects
the P2P philosophy of dynamically aggregating the
limited capacity of peers to perform a task, i. e., the
file transmission, which is traditionally performed by
two dedicated entities.

4 Design of AT Operation

The feasibility of AT makes it useful in the con-
text of long-distance and large-size file transferring.
For practical consideration, the file to be sent is equal-
ly fragmented beforehand so that active peers may col-
lectively send the file segment by segment. All seg-
ments are assigned to participating peers according to
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their bandwidth capacities towards the receiver. A file
transmission session in AT is established as follows.
4.1 Preparative work

1) Before sending the destined file, it is required
that the sender split the file into equal-length data seg-
ments, altogether F' segments. The name of each seg-
ment file comprises two parts: the original file name
and the partition sequence number (from 1 to F). The
sequence number becomes the postfix of each file seg-
ment.

2) The sender selects n peers from its neighbors
as its transmission relay. Then it tells these n peers the
IP addresses of the receiver.

Up till now, we have made adequate preparations
for accelerated transmission. Each file segment is suf-
fixed by partition sequence number so that not a single
fellow peer, except sender and receiver, would be able
to interpret the original file. Without all the segments,
peers cannot reconstruct the entire file. When the ses-
sion is over, all the collaborating peers cannot cache
the file fragments for future use and any session-related
information is obliterated permanently, all of which
guarantees the confidentiality of the session.

In this paper, however, we do not take into ac-
count packet losses or peer failures, which are due to
network fluctuations and limited peer reliability. As can
be seen in section 6, they are left for future research.
4.2 Data assignment and transmission

First we assume that routes from candidate peers
to the receiver do not change during the course of the
session. This indicates that the inferred topology is a
stably structured graph. Previous studies adopted the
same assumption, which has been verified by Internet
measurement studies. For example, Ref. [9] indicates
that the end-to-end Internet paths often remain stable
for a significant period of time.

4.2.1 Bandwidth measurement

There are n + 1 peers sending fragmented file to
the receiver, including sender and its n selected peers.
Each peer is assigned a number of fragments to send, in
proportion to each sender’ s actual bandwidth capacity
towards the receiver. Therefore, available bandwidth
measurement has become the crucial operation.

In AT, both the sending and receiving parties are
simply ordinary peers in distributed environments. Nei-
ther of them, nor the selected peers is to undertake the
task of central server. Therefore, we may well presume
that no peers will response ACK to WWW requests.

Each active sender continuously sends TCP SYN pack-
et pairs to port 80 of the receiver. The length of these
packets P, is set to Ethernet MTU—1 500 bytes. As a
non-web server, the receiver will reply to each SYN
packet with TCP RST, of which the arriving time is 7.
The time interval of two adjacent samplings is A; =

T.,, — T,. The available bandwidth B, that determined
by the current tightest link, is then calculated as
P,
B =—— @))

l T, -T,

The bandwidth information is collected by a dae-
mon running on each participating peer. The n peers re-
turn the collected results to the sender for dynamic
analysis and fragment allocation.

4.2.2 Data assignment

The following algorithm is fulfilled by the sender
according to the statistics collected from participating
peers. B; denotes the available bandwidth from the i-th
peer to the receiver. If the sending peer is the original
sender, then the bandwidth value is denoted by B,. F' is
the number of total file fragments to be sent.

Algorithm 1 Data assignment
While (Transmission _ Done = = FALSE)
F=[Fn7;
Foriinl ton+1

If i is the sender

By
Then F, = —F|
B, + Y B
=
Bi .
Else F; = —F | (I1<isn);
By + Y B,
i=1

Send these allocated fragments to the receiver;
If (F = =0) Transmission _ Done = = TRUE.

By this mechanism, the sender judiciously chooses
the sending peers and orchestrates them in order to
yield the best quality for the receiver.

4.2.3 Data collecting

When transmission is done, the receiver recon-
structs the fragmented file into an intact whole, by con-
catenating all the fragments according to their caudal
sequence numbers.

5 Evaluation of AT

In this section we evaluate the performance of
AT, using the Network Simulator (NS2)"'"" | the second
edition. Our goals in conducting this evaluation study
are two-fold. First, place the performance of AT in the
context of idealized schemes, serving as a sanity check
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for the intuition behind AT. Second, understand the im-
pact of dynamics, such as network fluctuations, on AT.

Though the SPIS'"" system has been implemented
by our P2P research group as a P2P substrate, the code
is still under refinement due to some practical and se-
curity considerations.
5.1 Simulation setup

The topology used in the simulation is depicted in
Fig. 3, which is generated by NS2. In this scenario, peer
2 is the sender and peer 1 is the receiver. Peers 5, 8, 11
are selected as relay nodes by peer 2. Peers 1, 2, 5, 8
and 11 belong to the same per-to-peer substrate ( Gnu-
tella) . Other peers, namely peers 3,6,9 and 12, are re-
sponsible for cross traffic in each transmission path. In
Fig. 3, flows that are in dashed lines belong to cross
traffic, whereas those in dash-dotted lines are the actual
data packets being sent. We assume that there only ex-
ists path persistent cross traffic. As for one-hop persis-
tent cross traffic, which only runs through one data link
and makes the simulation model more complicated, its
impact on our system will be left for future work due
to some practical and technical problems.

Fig.3 Simulation scenario

Network flow of ordinary transmission, e. g., file
sending and receiving between the sender, receiver and
relay nodes, follows the constant bit rate (CBR) mod-
el, which sends data packets at a constant bit rate. This
is reasonable in most common situations. Cross traffics
are modeled by four kinds of random variables, namely
exponential, Pareto, Poisson, and CBR, just for univer-
sality and comparison between different traffic models.
We study the impact of these models on the AT trans-
mission system, assessing the swiftness and stability of
AT in different scenarios. The parameters of each link
are shown in Tab. 1. As can be seen, bottlenecks inevi-
tably dwell in the transmission path. Due to these tight
links, transmission efficiency and bandwidth utilities
are degraded. In the latter part of this section, we are to
be convinced of the performance and efficiency advan-
tages of AT over traditional file transferring.

Tab.1 Link parameters

From _ To _ Link _ Actual _ Traffic Model
Node Node Bandwidth Bandwidth
2 0 200 70 CBR
3 150 30 CBR (cross traffic)
0 1 100( bottleneck) 100 Compound
5 4 100 50 CBR
6 4 150 30  Exponential (cross traffic)
4 1 80( bottleneck) 80 Compound
8 7 160 30 CBR
9 7 120 10 Pareto (cross traffic)
7 1 50(bottleneck) 40 Compound
11 10 80 20 CBR
12 10 10 <10 Poisson (cross traffic)

30(bottleneck) <30 Compound

5.2 Performance analyses
5.2.1 Network flow and bandwidth utility
In Fig. 4, there is only one transmission path, from
peer 2, peer O to peer 1, and not a single neighboring
peer is selected. The network flow would be quite
smooth. The bandwidth, however, is never to be fully
utilized. Some of the link capacity is available but was-
ted and the overall throughput is determined solely by
transmission bottleneck. In AT, however, the sender ju-
diciously orchestrates selected peers for sending the
whole file, for achieving the best service quality.
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Fig.4 Network flow of ordinary transmission (CBR)

Fig.5 plots some examples of coordinate collabo-
ration of peers. From Fig. 5, the fluctuant extent of the
actual sending flow is proportional to the cross traffic.
That is, the more drastically the cross traffic fluctuates,
the more vertiginous the actual sending flow will be. In
Figs.5 (a) and (b), neither the changes in Exp and Pa-
reto cross traffic models are very acute, thus, the corre-
sponding actual flow fluctuates regularly. In some cases
such as with the Poisson distribution, where the cross
traffic becomes stochastic and changes randomly, the
resulting actual data flow fluctuates drastically ( see
Fig.5 (¢)).

Despite the flow fluctuation, spare bandwidth re-
sources belonging to others can be adequately made
use of. In this way, AT dynamically aggregates the lim-
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Fig.5 Peer collaborations. (a) Exp cross traffic; (b) Pareto
cross traffic; (c¢) Poisson cross traffic

ited capacity of peers to perform the mutual transfer-
ring task.
5.2.2 Throughput

By definition, throughput is the mount of data
transferred from one place to another or processed in a
specified amount of time. In Fig. 6, we compare the
overall throughput in two scenarios: accelerated trans-
mission and ordinary transmission (OT).

In Fig. 6, the OT throughput is also rather
smooth, whereas that of AT is unstable, fluctuating as
time elapses. However, the average performance level
in the latter scenario is almost twice or three times as
much as that of the former. If the entire transmission
duration of OT had lasted 10 s, as can be seen, the
same task would have been accomplished by AT by the
time of 4. 5 s already.

It is worth noting that, when the selected neigh-
bors belong to different ISPs other than that of the
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Fig.6 Throughput in two scenarios
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sender, system performance is sure to be boosted ow-
ning to different bandwidth capacities and qualities of
service that different ISPs can provide. Under this cir-
cumstance, AT is especially useful for practical appli-
cations and widespread deployment. In short, AT is in
possession of the attractive features of swiftness, securi-
ty and stability, making the system highly practicable
and effective.

6 Conclusion and Future Work

Traditionally, file transmission is performed by
two dedicated entities. AT is a novel peer-to-peer file
transmission system that constitutes several sending
parties, monitors transfer behaviors of peers and reacts
to connection degradation dynamically.

The simulation results show that in a particularly
complex network environment, AT is competent for
large file transmissions, which brings us an analytically
tractable model for analyzing network flow, bandwidth
and overall throughput. Extensions of this work to fur-
ther discussion on the impact of one-hop persistent
cross traffic, packet losses and peer failures are under
investigation now and the refinement of the SPIS sys-
tem in the ongoing procedure is left for future re-
search.
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