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Abstract: The problems that arise while developing a real-time distributed information-processing software

system are studied. And based on the TCP/IP protocols and socket, for its facility in client/server (C/S) model

networking programming, a prototype is designed for data transmission between the server and clients and it is

applied on an on-line products automatic detection system. The probability analysis on network congestion was

also made. A proper mechanism based on the ARCC (adapted RTT congestion control) algorithm is employed

for detecting and resolving congestion, the purpose of which is mainly to achieve congestion avoidance under

the particular conditions in this network-based system and reach the desired performance. Furthermore, a method

is proposed for a client to diagnose automatically the connection status between the server and the client and to

re-connect to the server when the disconnection is detected.
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The intercommunication of information in net-
works as a rapidly developing technology has far-ran-
ging utilizations in modern industrial production. As to
a large-scale on-line product detection system, it is es-
sential and indispensable to achieve real-time commu-
nications between two different terminals under the net-
working conditions; i. e., the system should have capa-
bilities to respond and to process the data quickly
enough and then return the results to its destination in
real time. So we adopt a distributed system implemen-
ted synchronized strategy and by this means we can
guarantee its synchronization and rapidity when run-
ning the program'"™.

Distributed systems have many applications, inclu-
ding telecommunications, distributed information pro-
cessing, scientific computation and real-time process
control. Two properties are essential for distributed sys-
tems": ) Computation activity is represented as the
concurrent execution of sequential processes; (2) The
processes communicate by passing messages.

The computation models generally considered to
be distributed are process models, in which computa-
tional activity is represented as the concurrent execu-
tion of sequential processes. The process models that
are most obviously distributed are ones in which the
processes communicate by message passing: one
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process sends a message by adding it to a message
queue, and another process receives the message, by re-
moving it from the queue. These models vary in such
details as the length of the message queues and how
long a delay may last between the moment the message
is sent and when it is received.

1 Distributed Network-Oriented System

There are two kinds of analyses used for the
analysis of distributed systems: behavior analysis and
performance analysis. All the possible trajectories are
analyzed during the behavior analysis and this allows
checking the correctness of a specification. Various val-
idation and verification methods are used for correct-
ness analysis. During performance analysis the devel-
oped specification of distributed systems is executed by
a computer. Performance analysis is carried out by
means of simulation.

Various formal methods are used for specification
and analysis of distributed systems'*”
cuses on the performance analysis which permits us to

. This paper fo-

prove that the developed specification is correct and to
evaluate the performance characteristics of the analyzed
system. Fig. 1 presents the topological diagram of the
network-based float glass on-line detection system. It
basically consists of one server, eight clients and one
workgroup exchanger. Besides, eight CCD cameras
connect to eight clients and transmit image data ac-
quired by a frame grabber to each client respectively;
the server receives signals emitted by two sensors fixed
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above the glass, one is for its crack detection, another is
to manipulate labeling equipment (ink-jet marker) to
achieve the glass classification.
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Fig.1 Network topological diagram

In the distributed network-oriented system, basi-
cally, the clients mainly aim at analyzing and process-
ing obtained image data in real time, locating the posi-
tion of each fault accurately, and classifying the glass
faults in the first round to conform to its industrial
standards. As far as the server terminal is concerned,
the main task is to reclassify the glass faults by a pat-
tern recognition based on a fuzzy neutral network
matching strategy which refers to the glass faults tem-
plate database. Besides, the server indicator needs to
demonstrate integrated diagrams as a faults distribution
map and the purpose of the diopter tendency chart is to
establish an applicable interactive man-machine inter-
face. Furthermore, the server should be capable of re-
ceiving the detection signals sent from external sensors
and encoders the purpose of which is to perform crack
detection and subsequent classifications. And in Fig. 1
we can enumerate three relatively independent data
transmission routines: (1) Image data from each client to
the server through a fire wire; (2 The detection data
from sensor or decoder to server through a field bus; (3)
Controlling messages from the server to the program-
mable logical controller and the ink-jet marker as well.

In response to their respective tasks we define
basic implementations of this network-oriented system,
i. e., achievement of the transmission of glass fault
contained image data and fault category information
(including bubbles, stones, strias, scratches, optical dis-
tortions, etc.) from client terminals to the server ter-
minal in real time; achievement of the transmission of
the image acquisition parameter settings ( dimensions of
a image frame) and the manipulation signals (data ar-
chiving) from the server terminal to the client termi-
nals.

In this network-oriented system we initially em-
ploy the C/S model in the socket to establish the com-
munication between each client and the server. The de-

sign and the implementation of the glass faults on-line
detection that we are developing depend on inputs from
clients, and every single intercommunication should be
launched by the client, that means the server is always
in idle in order to ensure that the server can respond to
the requests from clients in real-time.

2 Network Intercommunication

In the float glass fault on-line detection system,
each client needs to send the connection requests inclu-
ding their names, IP addresses and port information
while the server must be in the waiting status and ready
to respond by a monitoring function. Then the server
continues the identity validation in order to perform the
permission to the connecting requests and simultane-
ously send back the acknowledgement message to the
client, or eliminate the request if it is in invalidated.

Once the connection between the server and the
client is established through socket protocol, data was
transmitted in packet units for the concise structure
which is composed of a packet header and parameters
in which the header labels the packet while parameters
contain the host station detailed commands to the slave
stations.

The base protocol employed in this networking
system is the connection-oriented TCP protocol (repre-
sented as a socket stream CSocket class in program-
ming). That means there is no theoretical limitation on
the packet length. The receiver can receive the data
stream in proper order and classify packets by analy-
zing each header and then obtain the lengths and con-
tents. No CRC check on these packets for TCP protocol
guarantees a sequential and error-free transmission.

In the client process, the achievement of data
transmission first requires a CCommSocket class de-
rived from a socket base class to create a new Socket
in the client terminal. The client is allowed to connect
to the server once the program has started. After the
connection is established, data communication can be
established by calling the previously created Socket.
Also the packaging format of the sent data is of great
significance for the detected data including their types,
amount of the detected faults and their dimensions and
locations as well. Here respective proper data types
must be employed by which these data can be labeled
by characterized packet headers.

In the server process, initially we need to create a
CListeningSocket class and a CClientSocket class. The
former is used for monitoring the connection requests
from the client, the latter is used for creating a new
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socket corresponding to each distinguished requests.
The application of list structure carries out the schedu-
ling management of multiple client connections so as to
avoid, or, at some level, to reduce possible occur-
rences of transmission confusion. Furthermore, in order
for each client to send data to the server in real time,
the server must be able to validate sources (client la-
bel, IP address and port) of the received data and to i-
dentify its data type through parsing.

3 Network Congestion Control

Congestion control takes magnificent considera-
tion to the networking environment between terminal
nodes in order to avoid overloading beyond its poten-

tial capacity'®”

. Mostly, a congestion control algo-
rithm consists of two different strategies: congestion
avoidance and congestion control. Congestion avoid-
ance is a precautionary measure which aims at keeping
the network operating in a high throughput and low de-
lay condition, while congestion control is a recovery
measure which can recover the network from conges-
tion.

Congestion is caused by the disequilibrium of net-
work resources and the flow distributions which cannot
be eliminated with the upgrade of the network’s pro-
cessing capacity. In our network-based system, it is hy-
pothesized that the network’s maximum processing ca-
pacity remains constant and is based on the RTT
(round-trip time) fluctuation analysis. We adopt a
technique which is an adapted conventional TCP con-
gestion control algorithm, namely, ARCC ( adapted
RTT congestion control algorithm). In ARCC, we in-
duce the predictive RTT into Tahoe TCP'” to predict
the network congestion ranks so as to access the fitting
window parameters in congestion control procedure.

The ARCC algorithm can be described as follows:

(D After receiving an ACK for new data,

If L (congestion ranks) =3
If (cwnd < threshold)
cwnd =cwnd *2;
Else cwnd =cwnd * a;
Else
If (cwnd < threshold)
cwnd =cwnd * 2;
Else cwnd =cwnd + (1/[ cwnd]).

@ If receive the repeated ACK 3 times ( before

timeout)
cwnd =cwnd * a;
threshold = cwnd * a.
(3 If no ACK before timeout

threshold =cwnd * a * a;
cwnd =4.

In the description above a is a scale coefficient
and in classical TCP algorithms (such as Reno TCP) it
is a constant equal to 1/2, which means that when re-
ceiving repeated ACKs, cwnd may decrease to half of
its current size.

In the ARCC algorithm, the factor a can be dy-
namically regulated according to the determination of
the network congestion severity. The principles used for
selecting a are shown in Tab. 1 and its optional value

can be chosen to conform to certain conditions.
Tab.1 Congestion ranks and a values

Congestion ranks L 1 2 3 4
Range A [0,0.25] [0.25,0.5] [0.5,0.75] [0.75,1]
Value a 172 174 1/8 1/16

Compared with Tahoe TCP, ARCC is the conser-
vative congestion control algorithm which can forecast
the probability of the congestion before its occurrence
through RTT, then manipulate it to reduce the transmis-
sion speed in advance which may avoid congestion ex-
acerbation. In addition, in Tahoe TCP the scale coeffi-
cient a is a constant while in this new adapted algo-
rithm a dynamic policy is adopted in order to choose
the a value with alternated congestion conditions.
When operating in real network circumstances, the al-
gorithm has not altered the TCP packet’ s data stand-
ard. It only needs the essential information as Tahoe
TCP required and all the changes happen in its protocol
software codes.

4 Application and Related Analysis

4.1 On-line diagnosis

As illustrated in section 2, the real-time system
based on distributed network-oriented mechanisms has
successfully been used on the production line'® in Wu-
han Changli Glass Co., Ltd. Regarding the on-line de-
tection system, we still have to pay more attention to
the case in which the server cannot receive the detec-
tion data in real time, under this situation the system
cannot catch any exceptions and subsequent operations
such as detections and quality classification may fail
correlatively. There are dozens of reasons. A possible
one is that other components can operate in a good
condition regarding fault detection in a client; howev-
er, diagrams represented on the server screen can only
indicate the previous detection results; i. e., there is no
effective socket connection between client and server
by which the detection data in a client cannot be trans-
mitted to the server in real time. Even worse, after this
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delay, these data may transmit in a over-loaded cluster
way. This includes the detection data, both previous
and current. This may definitely result in misrepresent-
ations and impose unpredictable contributions to suc-
cessive operations. To detect whether there is a safe
socket connection between the client and the server,
the following are two possible approaches:

(D Set a timer in the server process and send a
testing message to each client in fixed intervals. If the
client can send back the feedback, then we can say
there is a safe connection; otherwise, the server may
keep resending the testing message. And if the server
can receive the acknowledgement within »n intervals
(set by user, here n =5) we can still consider them to
be in connection. If this range exceeded, the connec-
tion can be considered to be lost.

@) Set different timers in each client process re-
spectively and send a testing message to the server at
fixed intervals. If the server can send back the ac-
knowledgement message, then we can say there is a
safe connection; otherwise, the client may keep resen-
ding the testing message. And if the client receives the
acknowledgement from the server within n intervals we
still believe that they are connected. If this range ex-
ceeded, the connection can be considered to be lost.

Comparing these two methods, it is proved that
the second one is preferable. Because when a socket
connection is established between the server and the
client, these two terminals can only play the distin-
guished role in which the client sends out the connec-
tion request while the server is in a passive mode of
listening and waiting. In addition, when disconnections
are detected in the server, it cannot transmit the mes-
sage to the corresponding client and thus this client
cannot be triggered to send a reconnection request to
the server. So in the network-based system we employ
the second approach to achieve the automatic diagnosis
of connection status in the client terminal, and the cli-
ent can launch socket reconnection to the server once a
disconnection is detected. The flow diagram of the self-
diagnosis implementation is represented in Fig. 2.

4.2 Performance of ARCC algorithm in congestion
control

Here we have to evaluate the performance of the
data transmission within this real-time detection sys-
tem, and to evaluate the ARCC algorithm. The running
system processes a program to achieve the ARCC algo-
rithm, and the results make a comparison between the
Tahoe congestion control algorithm and the ARCC in
two aspects: the congestion windows and their through-
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Fig.2 Self-diagnosis implementation

put. The network topological diagram of the real-time
system can be shortly described as shown in Fig. 3. In
the diagram, S1, ..., S8 represent 8 clients as nodes of
the front sending source, R1 represents the exchanger
as the node of the middle router, and D1 represents the
server as the node of the receiving destination. The di-
mension of the receiver window (rwnd) is set to 50
(package amount) . Data from S1 to S8 transmits to D1
through R1. We adopt the Ethernet here and there is
delay between S1, ..., S8 and R1 and between R1 and
D1, though we assume that the previous delay is 5 ms,
and the latter one is 100 ms. Though it is called the ki-
lomega Ethernet, eventually the link bandwidth is the
same, only approximately 10 MB. So it is presumed
that there may be congestion between R1 and DI.

10 MB, 5 ms

10 MB, 5 ms

Fig.3 Topological diagram

Fig. 4 shows that the comparison of the congestion
window (cwnd) of the two algorithms. We can learn
from this figure that the fluctuation of the cwnd based
on the ARCC algorithm is rather mild; also there is a
lower tendency of congestion occurrence and it will not
lead to time-out retransmission or dropout retransmis-
sion. While under the effect of the Tahoe TCP conges-
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tion control (TTCC) algorithm, there is continuously
occurrence of congestion with two kinds of retransmis-

sion mentioned-above.
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The comparison on throughput, based on these
two congestion control algorithms, is shown in Fig. 5.
This figure indicates that the throughput based on the
ARCC algorithm is somewhat lower than that of its
counterpart. This particular state can be accredited to
the ARCC algorithm reducing the sending rates in or-
der to achieve avoidance of network congestion, but
this does not bring out the negative impacts on the al-
gorithm’ s applicable effectiveness. Furthermore, the
ARCC algorithm reserves certain portion of the net-
work resources, with the relative graduality of the cwnd
fluctuation, it achieves a higher transmission efficien-

cy.
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5 Conclusion

The machine-vision-based on-line products detec-
tion system leads to a new trend in automatic industrial
production detections, and one of the key technologies

to its full application is the implementation of data
communication in stability, reliability and efficiency.

The network-based system designed in this paper
adopted the standard TCP/IP protocols, applied the
Windows Socket programming techniques to the com-
munication between the client and the server, and the
socket programming procedure has also been given. All
the components discussed above provide a scenario for
the prototype design of a network-based distributed
system. In the distributed network, the distributed pro-
cessing technology allows the system to achieve satis-
factory performance. The float glass fault on-line detec-
tion system based on the above-mentioned communica-
tion program has been demonstrated on float glass pro-
duction line [l in Wuhan Changli Glass Co., Ltd with
fairly good performance.

Since there are totally eight clients in this net-
work-based system and each of them needs to achieve
data communication through the Ethernet with server,
respectively, discontinuity of the detection data may
cause network congestion at some level in the transmis-
sion, and this has been solved properly and under con-
trol through the ARCC algorithm. Compared with
Tahoe TCP, to a significant degree ARCC aims at the
implementation of congestion avoidance. We also can
learn that the network throughput in ARCC is lower
than in Tahoe TCP since the ARCC algorithm slows
down the transmission speed and achieves the distribu-
tion of network resources conservatively. That is the
reason why the variation of the cwnd in ARCC is rela-
tively smooth while the congestion occurs at a higher
rate in Tahoe TCP and thus requires timeout retrans-
mission and dropout retransmission.

Besides, in the system there is an innovative ap-
proach for a client to automatically diagnose the con-
nection status between server and client and to re-con-
nect the server when the disconnection is detected. This
method may enable users to reestablish the connection
between server and client without restarting the pro-

gram.
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