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Abstract: Distributed data sources which employ taxonomy hierarchy to describe the contents of their objects are

considered, and a super-peer-based semantic overlay network (SSON) is proposed for sharing and searching

their data objects. In SSON, peers are dynamically clustered into many semantic clusters based on the semantics

of their data objects and organized in the semantic clusters into a semantic overlay network. Each semantic

cluster consists of a super-peer and more peers, and is only responsible for answering queries in its semantic sub-

space. A query is first routed to the appropriate semantic clusters by an efficient searching algorithm, and then it
is forwarded to the specific peers that hold the relevant data objects. Experimental results indicate that SSON has

good scalability and achieves a competitive trade-off between search efficiency and costs.
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At present there are many distributed data sources
which employ taxonomy hierarchies to describe the
contents of their objects, such as PC files, web directo-
ries, and so on. Among these large-scale distributed
data sources the question is how to efficiently share
and exchange data information. An effective solution
is to construct P2P semantic overlay networks
(SONs) "™ Ref. [1] first gave the idea of SONs, and
proposed to classify peers and queries by taxonomy hi-
erarchy; peers classified into a concept in the taxonomy
hierarchy form an SON. But the authors gave no further
details about efficient searching and storing taxonomy
hierarchy. Ref. [4] proposed a DHT-based P2P net-
work, in which the concepts in a taxonomy hierarchy
are hashed into different super-peers, and peers are
connected to their super-peers according to the seman-
tics of their data objects. Super-peers are connected in-
to a chord ring. Using consistent hash will result in
loose semantics relationship of concepts in a super-
peer, and make the communication among super-peers
increase, and thus affect network performance. Other
P2P networks, such as Edutella” , Hypercup'®, etc. do
not consider load-balancing among super-peers. We
consider the characteristics of a data semantic space to
consist of a taxonomy hierarchy, and present a super-
peer-based semantic overlay network ( SSON) which
takes advantage of semantic information of the taxono-

Received 2007-05-18.

Foundation items: The National Natural Science Foundation of China
(No. 60573089), the Natural Science Foundation of Liaoning Province
(No.20052031), the National High Technology Research and Develop-
ment Program of China (863 Program) (No.2006AA09Z139).
Biographies: Qiao Baiyou ( 1970—), male, graduate; Wang Guoren
(corresponding author), male, doctor, professor, wanggr @ mail. neu.
edu. cn.

my hierarchy and the benefits of super-peer infrastruc-
ture!”’. In SSON, peers containing similar content are
dynamically clustered into a semantic cluster, and dif-
ferent semantic clusters are organized into a semantic
overlay structure, each semantic cluster only responsi-
ble for answering queries in its semantic sub-space. A
query is first routed to the appropriate semantic cluster
by an efficient searching algorithm, and then forwarded
to the peers that hold the relevant data.

Compared to traditional super-peer networks,
SSON employs a source locating strategy based on a
taxonomy hierarchy, and sends queries only to the se-
mantic clusters that satisfy the constraints of the query
context. Thus, peers involved and messages to be sent
are reduced and the performance of the network is
greatly enhanced.

1 System Model

SSON is a hierarchy structure consisting of two
layers. The bottom layer is composed of peers and the
top layer is composed of super-peers. Super-peers are
connected in an overlay structure according to their da-
ta semantics. Peers having contents similar to those of
their super-peers together form a semantic cluster. Data
are stored on peers with data indices and routing infor-
mation is stored on super-peers. The intra semantic
cluster data communication takes place via direct peer-
to-peer links; inter semantic cluster communication
takes place via links between super-peers. SSON com-
bines the advantages of both unstructured and central-
ized systems. Fig. 1 is the system model of SSON.

SSON uses a common taxonomy hierarchy to
classify and organize its data objects, the taxonomy hi-
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Fig.1 The system model of SSON

erarchy represents the data semantic space, and a sub-
taxonomy hierarchy stands for a semantic sub-space. A
taxonomy hierarchy can be represented by a tree, called
a taxonomy tree. Each semantic cluster takes charge of
a semantic sub-space, comprised of one or multi sub-
trees of the taxonomy tree. The index items in a seman-
tic cluster are organized and stored in the form of one
or multiple sub-trees. Each query is also classified into
a node of the taxonomy tree; the node represents the
semantics of the query. The query is routed according
to its semantics. Each node of the taxonomy tree repre-
sents a concept and has a unique ID.

2 Constructing Approach of SSON

2.1 Constructing strategy

We apply a strategy of partitioning the data se-
mantic space to construct SSON, in which a preset
maximal cluster load size M is used to determine the
clusters ranges. The chief idea is: Suppose that there is
one semantic cluster in the network initially, whose se-
mantic space is the whole taxonomy tree; the load size
of the cluster increases with peers joining. If the load
size of the cluster exceeds M, the cluster will automati-
cally partition its semantic sub-space according to the
data semantics and the load, and a new semantic cluster
is generated from the original one. The new semantic
cluster selects some appropriate semantic clusters as its
neighbors and establishes routing links, and is responsi-
ble for answering queries in its semantic sub-space. In
this way, SSON is formed. The advantage of the strate-
gy is that the load size of a cluster is less than the max-
imal load size M, and, hence, search efficiency of the
system is guaranteed. Therefore, the approach is adap-
tive to differences in density of peers in the semantic
space, and ensures stability and adaptability of the sys-
tem.
2.2 Clustering algorithm

In SSON, any super-peer, as an index server, takes
charge of vast work such as maintaining indices, an-
swering and routing queries, etc. , and thus the capabili-
ty of super-peers determines the network performance.

Therefore, we regard the load of a super-peer as the
load of the cluster, which is the important basis of our
clustering algorithm. Since maintenance and search take
a super-peer a lot of time, the load of a super-peer can
be measured by the number of index items. Thus we
can express a semantic cluster with a set of weighted
taxonomy sub-trees, the weight of a node representing
the number of index items, and the topological relation-
ship between nodes representing the semantic relation-
ship between the corresponding index items. Now the
clustering problem can be regarded as a partitioning of
a set of weighted taxonomy sub-trees. When cluste-
ring, we should consider not only the semantics be-
tween index items but also the load-balancing among
super-peers, and, in fact, it is a tradeoff between load-
balancing among clusters and semantics within a clus-
ter. Focusing on the problem, we propose a self-organ-
ized semantic clustering algorithm, i.e. LBFCA'™,
which achieves a good trade-off between data seman-
tics within a cluster and load-balancing among clus-
ters.
2.3 Semantic cluster encoding strategy

In SSON, each cluster has a unique ID, represen-
ting the location of the cluster in the whole semantic
space and being the basis of establishing neighbor
links. This paper offers a cluster encoding algorithm,
which automatically generates an ID for a new cluster.
The system uses a binary number of m bits as a cluster
ID, and each cluster maintains a variable Par _times to
record the partitioning time. The first cluster ID is pre-
defined as 0 and Par _times as 0. When the cluster is
partitioned with peers joining, the newly generated
cluster obtains a new ID that equals the ID of the origi-
nal cluster plus 2" "™ -""*"' and Par_ times is in-
creased by one. When Par _times is more than m, parti-
tioning can no longer be done, and therefore m should
be large enough. The cluster encoding algorithm is
shown as follows:

Algorithm 1  Algorithm for cluster encoding
Input: ID;4: ID of the original cluster;
Par _ times: partitioning times;
m: binary length of a cluster ID.
Output: ID, ., : ID of the new cluster.
if Par _ times < m then
ID,,,, =IDgy +2m Por-times=1
Par _ times = Par _ times + 1
End if
2.4 Construction of the semantic clusters overlay

In SSON, each cluster maintains a cluster informa-

new

tion table that stores relevant status and routing infor-
mation. There are seven fields: Cluster _ ID is the clus-
ter ID; Par _times is the partitioning time; Cluster _ size
is the load size of the cluster, measured by the amount
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of index entries or peers; Cluster _range is current se-
mantic sub-space of the cluster, represented by a set of
IDs of root nodes of taxonomy sub-trees; Network _
range is initially semantic sub-space of the cluster
when the cluster is generated, represented by a set of
IDs of root nodes of taxonomy sub-trees, representing
semantic sub-spaces of the cluster and those partitioned
apart from it; Ancestor _link is a link to its ancestor
neighbor cluster, comprised of Network range and
Cluster _ID of its ancestor neighbor cluster; Ordinary _
links is a set of neighbor links that point to non-ances-
tor neighbor clusters, each neighbor link consisting of
Network _range and Cluster _ ID of the neighbor clus-
ter. Each cluster maintains some links to its neighbor
clusters. In SSON, the neighbor clusters are established
in the way that two clusters are neighbors if their IDs
are one bit different. According to the cluster encoding
method, a newly partitioned cluster and the original one
must be neighbors. The neighbor clusters are estab-
lished as below. When the cluster A generates a new
cluster B, their cluster information tables are updated
respectively. If there is an ID in A’ s network _range
that has an ancestor-descendant relationship with an ID
of B’ s Network _range, A is B’ s ancestor neighbor and
B is A’ s ordinary neighbor. Otherwise, they are ordina-
ry neighbors of each other, and meanwhile A’ s ances-
tor neighbor is B’ s ancestor neighbor. At the same
time, B broadcasts its ID to find clusters whose IDs are
one bit different from B’ s, and if such clusters are
found within certain steps, their information is added to
the Ordinary _links of all the others and they become
ordinary neighbors. Obviously, the method of establis-
hing neighbor clusters makes each cluster have several
ordinary neighbor clusters and have an ancestor neigh-
bor cluster, but SC; only has ordinary neighbor clus-
ters. This method can reduce the search hops and com-
munication cost, and therefore it improves query per-
formance of the system.

For example, as shown in Fig. 2, initially, there is
one cluster SC,, consisting of a taxonomy tree. With
load increase, SCq is firstly partitioned from the cluster
SC,, then SC, and SC; continue being partitioned with
load increase; SC,, is partitioned from SCg, SC, and
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Fig.2 A clustering example
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SC,, SC, and SC,. After several times of clustering, the
original cluster is clustered into five clusters. Accord-
ingly, the taxonomy tree is partitioned into several tax-
onomy sub-trees, and each cluster consists of one or
multi taxonomy sub-trees. According to the mechanism
of neighbor cluster establishment, the neighbor links a-
mong the five clusters and their cluster information are

shown in Fig. 3.
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Fig.3 Neighbor relationship among five clusters

3 Searching Algorithm

Since the semantics of data object and query are
described with taxonomy hierarchy, each query is asso-
ciated with a concept of the taxonomy hierarchy, which
corresponds to a node on the taxonomy tree, the node
expressing the semantics of the query. We name the ID
of the node as search ID (SID). According to the struc-
tural characteristics of the taxonomy tree, when a node
is the searching target of a query, its ascendants and
descendants are searching targets as well, and hence the
query is first sent to the semantic clusters that contain
the target nodes. In this paper, the ascendant-descend-
ant relationship is judged by the node IDs of the taxon-
omy tree. The searching process is as follows.

When a peer in the cluster C sends a query Q to
its super-peer, the super-peer obtains the SID from Q’s
semantic information. If the SID has an ascendant-de-
scendant relationship with some ID(s) in C’ s Cluster _
range, Q is first sent to C’ s ancestor neighbor cluster A
by Ancestor _link, and then C executes query Q, finds
all the peers in its index that can answer Q, sending Q
to these peers to execute and return results to the peer
that initially sends Q. At the same time, it is checked
whether in each Network range in C’ s Ordinary _
links, there is some ID of ascendant-descendant rela-
tionship with the SID. If so, Q is first sent to these
neighbor clusters. If in C’ s Cluster _range and any Net-
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work _range in the Ordinary _ links, there is no node
whose ID has an ascendant-descendant relationship
with SID, Q is forwarded to the ancestor neighbor clus-
ter A by Ancestor _link. The detail searching algorithm
is shown as follows:

Algorithm 2 Searching algorithm
Input: SID: the query’ s search ID;
If received search( SID) before then
Drop search(SID);
Return;
end if
Search _ token =0;
If exist a ascendant-descendant relationship between SID and a NID
in cluster _ range then
Forward search( SID) to ancestor neighbor cluster Ancestor _ link.
Cluster _ID
local _ index _ search( SID) ;
Search _token =1;
End if
For any neighbor link NL in Ordinary _ links do
If exist a ascendant-descendant relationship between SID and a NID
in NL. Network _ range then
Forward search( SID) to neighbor cluster NL. Network _ range.
Cluster _ID
Search _token =1;
End if
End for
If Search _ token! =1 then
Forward search(SID) to ancestor neighbor cluster
Ancestor _ link. Cluster _ id;
End if
As shown in Fig. 3, a peer in the cluster SC, sends
a query Q, whose SID is 0. 2. 2. According to algorithm
2, the searching path is shown in the form of arrows.
Since no ID in SC’ s Cluster _range and none of Net-
work _range in its Ordinary _links have ascendant-de-
scendant relationship with the SID, Q, is routed to its
ancestor neighbor cluster SC,. According to its Clus-
ter _range, SC, is recognized as one of the targets of
Q,. The ID 0.2 in Network _range in SC,’ s Ordina-
ry _links has an ascendant-descendant relationship with
the SID, and then Q, is forward to the neighbor SC,,

and thus SC; is another target of Q,.
4 Performance Evaluation

We evaluate the performance of SSON using sim-
ulating experiments. Synthesized data are employed to
test the performance of the algorithm. There are many
taxonomy trees of 2 to 10 layers composed of 200 to
100 K concepts (nodes) of 2 to 30 fan-outs. For calcu-
lation convenience, it is assumed that each peer relates
to only one index item, and thus the load size of a clus-
ter can be viewed as the number of peers. For univer-
sality, the distribution of peers on the taxonomy tree
follows the Zipf-like (o =0. 8) distribution. At the be-

ginning there is one cluster and one super-peer in the
system. With peers continuously joining, the cluster is
automatically partitioned when the maximal cluster
load size M is exceeded. We made a comparison be-
tween SSON and DHT-based network'", the results are
as follows.

In this paper, the average query hops (AQH) is
used to evaluate query efficiency and average message
number per query (AMNPQ) to evaluate query cost.
We construct a four-layered taxonomy tree composed
of 3 204 concepts. When the maximal cluster load size
M is 100 and 50 queries are sent randomly from each
peer, the AQH with network size varying are shown in
Fig.4. It can be seen that the AQH increases slowly
with network size increasing, and the AQH of the
SSON is lower than that of DHT-based network. Since
SSON clusters peers based on their data semantics and
routes semantically, and thus reduces the communica-
tions among cluster. The AQH consequently decrea-
ses. The DHT-based network cannot support semantic
clustering and thus data semantics in a cluster are
loose, so the AQH is higher. Fig. 5 shows how the AM-
NPQ changes in the same condition as that in Fig. 4. It
can be seen that the AMNPQ slowly increases with
peers increasing almost consistently with the changing
in the AQH. From both aspects, it can be seen that
SSON is better.
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With the same condition as that in Fig. 4, and
when the maximal cluster load size M equals 100, 200
and 400; and with the network size varying the results
of AQH and AMNPQ based on SSON and the DHT-
based network are shown in Fig. 6 and Fig. 7, respec-
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tively. It can be seen that when M is large, the AQH
and AMNPQ decrease, this is because when M is large,
the total number of clusters in the system decreases,

thereby reducing queries across clusters and messages
to be forwarded. But the load within a cluster is also
increased, so M should be suitable.
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Fig. 6 Results of AQH with the network size varying
based on SSON and DHT-based network when M varies
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Fig.7 Results of AMNPQ with the network size varying
based on SSON and DHT-based network when M varies

5 Conclusion

In this paper, we focus on how to construct a se-
mantic overlay network using semantic information
contained by a domain taxonomy hierarchy, and pro-
pose SSON, a super-peer based semantic overlay net-
work. We also give relevant algorithms and make a
comparison with the DHT-based network. Experiments
show that SSON has low search latencies and over-
heads. Future work focuses on the dynamical load-bal-

ancing algorithms among semantic clusters and mainte-
nance approaches in the case of super-peer departure
and failure based on improving clustering and the
searching algorithm.

References

[1] Crespo A, Garcia-Molina H. Semantic overlay networks for
P2P systems[ R]. Stanford University, 2003.

[2] Loser A, Tempich C. On ranking peers in semantic overlay
networks[ C]//The 3rd Conference on Professional Knowl-
edge Management ( PAIKM 2005). Kaiserslautern, Germa-
ny, 2005: 209 —216.

[3] Loser A, Naumann F, Siberski W, et al. Semantic overlay
clusters within super-peer networks[ C]// Proceedings of the
International Workshop on Databases, Information Systems
and Peer-to-Peer Computing in Conjunction with the
VLDB. Berlin, Germany, 2003: 33 —47.

[4] Loser A. Towards taxonomy based routing in P2P networks
[ C1//Workshop on Semantics in Peer-to-Peer and Grid
Computing on the 13th WWW Conference. New York, 2004:
407 —412.

[5] Nejdl W, Wolf B, Qu C, et al. EDUTELLA: a P2P networ-
king infrastructure based on RDF[ C]//Proceedings of the
11th International WWW Conference. Hawaii, USA, 2002:
604 —615.

[6] Nejdl W, Wolpers M, Siberski W, et al. Super-peer-based
routing and clustering strategies for RDF-based P2P net-
works [ C]//Proceedings of the 12th International WWW
Conference. Budapest, Hungary, 2003: 536 — 543.

[7] Yang B, Garcia-Molina H. Designing a super-peer network
[C1//Proc of the 19th International Conference on Data
Engineering. Bangalore, India, 2003: 49 —74.

[8] Qiao Baiyou, Wang Guoren, Xie Kexin. A self-organized
semantic clustering approach for super-peer networks[ C]//
Web Information Systems-WISE2006. Wuhan, China, 2006:
448 —453.

— MRS R BIRRERIEX BEMWE

ek EHI=

WS

(FRKRFEEHFE TSR, 8 110004)

EZE AT A 5 K B R R E BB 5 XBAER, R T — P LFHB A FHAT Super-

peer 495 SUE £ M % SSON. SSON LBk B KB 1B, 30 &

L mIELEEN
09 &94). B4 G S ARIE B S AR d B

s3FF peer R 5 R % N5 Uk, 1E LR

2 F1 /35 45 v — /™ super-peer F=— 2 peer 2B %, X fi wE AR E LT )é],];
EAMES R, RIGHEAER b 04 45 R0 peer. Bl AT 44 T

ABk Ay Foik , FRAT T KIHTR, 5025 RA W, SSON A RIAFW TH Rk, £ & R AEFRAZ

R BAF T — AN BAF a9 37 P
FKEIF P2P; 5 £ B R BN E R
FE 925 TP393





