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Abstract: In order to realize interoperability to a large number of autonomous and heterogeneous information

sources with high efficiency, an agent-based multi-broker architecture ( AMA)—HustEven, is constructed. A

group of broker agents are designed to provide brokering services in a peer-to-peer (P2P) manner for the non-

broker agents (user agents, resource agents, query agents). Thus, the scalability and robustness of the system are

enhanced. Ontology is also used by the broker agents for facilitating interoperability among all the agents in

HustEven. Unlike any other AMAs, an interdomain ontology is built in this system to represent the relationships

among the common concepts in the innerdomain ontologies. Therefore, a broker forwards the queries only to the

other related brokers according to the interdomain ontology and the communication overhead among the brokers

is reduced. Obviously, the application of the interdomain ontology enables a broker to fully take advantage of

the multi-broker architecture. The experimental results show that the HustEven performs more efficiently than

any other existing systems.
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How to effectively realize semantic interoperabili-
ty to a large number of autonomous and heterogeneous
information sources has become the key issue which
must be solved'". Systems such as Disco, TSIMMIS,
InfoMaseter and information manifold are evolved from
multidatabase systems that implicitly do syntactic bro-
kering when matching information resources'” .

The systems such as SHADE"', LARKS" have
attempted to address the issue of semantic brokering by
providing a source input-output description to deter-
mine whether or not a semantic match occurs between
a requested service and a service provider. The InfoS-
leuth system'” consists of a set of collaborating agents
that work together for information discovery and re-
trieval in a dynamic, open environment. Ontologies are
always used in the information integration systems to
facilitate communication among these systems automat-
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ically”™ . The ontology information in the InfoSleuth
system is organized as several focused ontologies and
ontology fragments. However, the main disadvantage of
the ontology management of InfoSleuth is that it is
very difficult and inefficient for each broker to main-
tain the whole ontology in the large systems. In our
HustEven system, the ontology information in the Hus-

tEven is organized as several inner-domain ontologies
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and a very small interdomain ontology to take advan-
tage of the multi-broker architecture. OWL ( web ontol-
ogy language), the emerging standard by the W3C'", is
used as the ontology language to describe the ontolo-
gies in our system.

1 Multi-Broker Architecture

We adopt the multi-broker architecture that is
similar to the InfoSleuth system. Fig. 1 depicts the cur-
rent HustEven multi-broker architecture. We use a
peer-to-peer topology for inter-broker connectivity.
Peer-to-peer brokering is more scalable because it al-
lows brokers to freely advertise and unadvertise them-
selves to the other brokers. This topology also ensures
that there is not a single point of failure that is often
found in the hierarchical brokering systems.
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In the large-scale systems, all the agents can al-
ways be divided into several logical domains. The
agents in each logical domain have common interests
and characteristics. The brokers provide brokering serv-
ices for the other agents in their respective domains.
The biggest difference in the multi-broker architecture
between InfoSleuth and HustEven is the way to organize
the ontology. We will discuss this problem in section 2.

2 Single Broker Architecture

2.1 Overview of the single broker architecture

Fig. 2 depicts the single broker architecture that
represents a subsystem in the HustEven multi-broker
system. The single broker architecture consists of four
types of agents.
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Fig.2 Single broker architecture

o User agent
The user agent acts as the proxy for the users. It
provides an interface for accepting the users’ query re-
quests and forwards the query requests to the broker
agent. The HustEven system defines two query poli-
cies: the interdomain search mode and the domain
search mode. The query is answered within the do-
mains that the user agent registers itself to if the user
chooses the domain search mode. Otherwise, the query
will be referred to all related brokers according to the
interdomain ontology.
e Broker agent
The broker agent plays a critical role in the Hust-
Even system. The broker agent carries out the broke-
ring service for all the other agents in its logical do-
main and deals with the cooperative tasks from other
brokers in the system. The brokering services include
receiving the advertisement that represents various
agents’ capabilities, updating the ontologies, dealing
with the queries sent by the user agents, decomposing
the query tasks to related resource agents, and returning
prompt messages or results to the user agents. The bro-
kers function as the mediators in the common integra-
tion architecture.
e Resource agent
The resource agent plays the role of the wrapper
as in the mediator approach. It can answer some kinds
of queries for the broker agents in its domain.
e Query agent
The query agent is a kind of special agent to par-

ticipate in the brokers’ primary task. The broker agents
are very important and busy in the system. So when a
query request arrives, the broker agent produces a que-
ry agent (a thread) responsible for decomposing the
query tasks to related resource agents and synthesizing
the results returned by the related resource agents.
When a query is finished, the query agent will be abor-
ted by the broker who produces it.

2.2 Organizing ontologies

Incorporating everything about ontological knowl-
edge into a single, very large ontology makes the man-
agement of the ontology very difficult!"™ . Therefore,
we divide the whole ontology into two levels: innerdo-
main ontologies and an interdomain ontology. Each in-
nerdomain ontology contains all the terms and the rela-
tionships to encompass all of the knowledge that the
agents will need to describe their capabilities and que-
ries in a subdomain. The interdomain ontology be-
comes very small because it only includes the terms
and relationships shared in different subdomains.

The running ontology is the running version of the
corresponding innerdomain ontology. Each time a re-
source agent comes online, it announces its capabilities
to one or more brokers by sending an advertisement
that uses the terms and vocabulary described in the in-
nerdomain ontologies. Agent capabilities describe the
input constraints and corresponding output of the infor-
mation source about all the queries it can deal with.
The broker then adds the information in the advertise-
ment into the running ontology. So each running ontol-
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ogy only includes these terms and relations which have
been used currently. When an agent’ s capabilities
change, the agent may readvertise to each broker that it
is sending the original advertisement back again, so the
brokers can update the information in the running on-
tologies. When an agent goes offline, it unregisters it-
self from the brokers to which it has advertised.

A query of a user agent is represented as an indi-
vidual capability specified over the innerdomain ontol-
ogy. According to the query policy, the queries are di-
vided into two categories: the innerdomain query and
the interdomain query. When a broker agent receives an
innerdomain query, its reasoning engine checks whether
the query capability matches one of the capabilities of
the resource in the advertisement within its own do-
main. If there is a match, a query agent is created for
answering the query. If the broker agent receives an in-
nerdomain query, its reasoning engine should do an ad-
ditional job. The broker agent should also check wheth-
er the query capability matches one of the capabilities
of the resource agent in the other brokers’ domains ac-
cording to the interdomain ontology. The query should
be forwarded to the related broker agents if such a
match exists.

519 5n how

There has already been much research'
to build the domain ontology semi-automatically or au-
tomatically and we do not discuss it here. After the on-
tologies are constructed, we can use the approach in
Ref. [11] to build the interdomain ontology.

The interdomain ontology is very important in
multi-broker architecture. According to Ref. [ 1], multi-
ple ontologies that capture different terminologies but
sometimes overlapping domains are independently cre-
ated and managed. Because the domains are different
but sometimes overlapping, we must use interdomain
ontology to reflect the difference among various do-
mains. However, the InfoSleuth has not touched the in-
terdomain ontology that should be paid great attention
to.

3 Experiments

We also conduct primary simulation-based experi-
ments to test the performance of the approach of organ-
izing the ontology in the InfoSleuth'” and our approach
in the HustEven system. In the experiments, there are 5
broker agents, 10 user agents and 50 resource agents.
The queries in the system are all interdomain queries.
The bandwidth of the network is set to be 250 kbyte/s
with a set-up latency time of 0. 1 s/message. Each re-
source agent’ s advertisement size is set to 1 Mbyte and

it costs the broker 1 s to process 1 Mbyte of advertise-
ments. The number of average queries received by each
user agent in 3 000 s is set to 20, 25, 30, 35, 40, 45, 50
and 55, respectively.

The metric of interest here is the average response
time to the query by the brokers. Fig. 3 shows the re-
sults of varying the number of average queries per user
agent in the system. We observe that our approach of
organizing the ontology performs better than the ap-
proach of the InfoSleuth system and the difference be-
tween the two approaches enlarges with the increase in
the average queries per user agent. A broker forwards
the queries only to the other related brokers according
to the interdomain ontology in the HustEven and the
communication overhead among the brokers is re-
duced. Although sending the query to related broker
agents wastes some time, maintaining and searching in
a very small ontology can save more time than search-
ing in a large ontology. It explains the difference be-
tween the two approaches.

120 -

------- HustEven
100r —— nfoSleuth

Average broker response time/s

20 25 30 35 40 45 50 55
Number of queries per user agent
Fig.3  Average broker response time across a range of

queries per user agent

4 Conclusion

We use ontologies representing the terms and rela-
tionships of a large number of autonomous and hetero-
geneous information sources in the open environment
to facilitate system syntax and semantic interoperabili-
ty. The ontology information of HustEven is divided
into two levels: innerdomain ontology and interdomain
ontology to take advantage of the multi-broker archi-
tecture. Comparing to the InfoSleuth'™, we exploit the
interdomain ontology to realize interoperability among
the subdomains.

The overall peer-to-peer architecture and the local
centralized architecture in the HustEven strike a bal-
ance between the efficiency of centralized query, and
the autonomy, load balancing and robustness to at-
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tacks.

A registering mechanism makes upgrading and
adding the information sources to the open systems
very easy. In a system running a registration mecha-
nism, we are able to search in a small running ontology
to achieve higher efficiency.
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