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Abstract: In order to solve the problem that current search engines provide query-oriented searches rather than

user-oriented ones, and that this improper orientation leads to the search engines’ inability to meet the

personalized requirements of users, a novel method based on probabilistic latent semantic analysis (PLSA) is

proposed to convert query-oriented web search to user-oriented web search. First, a user profile represented as a

user’ s topics of interest vector is created by analyzing the user’s click through data based on PLSA, then the

user’ s queries are mapped into categories based on the user’ s preferences, and finally the result list is re-ranked

according to the user’ s interests based on the new proposed method named user-oriented PageRank (UOPR).

Experiments on real life datasets show that the user-oriented search system that adopts PLSA takes considerable

consideration of user preferences and better satisfies a user’ s personalized information needs.
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When different users submit the same query, typi-
cal search engines return the same result list regardless
of who submits the query and what intention the user
has. A common example is that user A issues query
“apple” aiming to find some information on a laptop
with the brand “apple”, while user B issues the same
query requiring some recipes of apple. Considered from
this aspect, most of the current search engines are que-
ry-oriented, which means that the result list from a
search engine is totally up to the query (within a cer-
tain period of time). But essentially, a search engine is
a tool providing service for users rather than queries,
and users are the target clients. From this point of
view, user-oriented web search is in great need, which
can be adaptable to different user information needs by
taking account of the users’ underlying intent of a que-
ry. In this paper, a novel method based on probabilistic
latent semantic analysis (PLSA) is proposed to convert
query-oriented search into user-oriented search.

1 Related Work

The most common method realizing personaliza-
tion is utilizing user web usage information to construct
user profile. Pretschner et al. ' used ontology to create
user profile. The user profile was represented as a hier-
archical structure and the process was generated
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automatically, without explicit user feedback. Liu et
al. " proposed a user profile and a general profile that
were learned from the user’ s search history. The two
profiles were combined to map a user query into a set
of categories, which represented the user’ s search in-
tention and served as a context to disambiguate the
words in the user’s query. Sugiyama et al. "’ proposed
several approaches that were used to adapt search re-
sults according to each user’ s information requirement.
The experiments showed that the one based on modi-
fied collaborative filtering outperformed the methods
based on other techniques.

All of the above methods have their own deficien-
cies. In detail, some methods are based on ontology
knowledge that requires predefining the ontology by
dedicated professionals and checks those methods to be
scalable. Some methods are based on collaborative fil-
tering which requires facing up to sparse data and cold-
start problems. Some methods are based on clustering
algorithms which require that the users have multiple
interest problems, and so on. Furthermore, those meth-
ods cannot describe a user’ s latent information require-
ments correctly. Moreover, they have a common short-
coming in that they do not reveal the underlying charac-
teristics of a users’ usage information and the latent rela-
tionships among the co-occurrence observation data.

2  Constructing User Profile Based on PLSA

A user’ s interest is an unobserved factor, which is
concealed under the queries and the browsing behav-
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ior. In order to discover the hidden semantic relation-
ships between users and web objects, we incorporate
PLSA to analyze user web usage information.
2.1 Probabilistic latent semantic analysis model

The PLSA model'” is a statistical latent variable
analysis model. It assumes that there exists a set of hid-
den factors underlying the co-occurrence among two
sets of objects. The relationships between the hidden
factors and the two sets of objects can be estimated by
the expectation-maximization ( EM) algorithm. PLSA
have been successfully applied in information retriev-
al®  collaborative filtering“’], co-citation analysism,
and identifying user interest in commercial web
sites'™ . This model has also been used in the web
search field to compute preference predictions'’ .
2.2 Representation of user profile

We assume that a user’ s query can be disambigu-
ated in the context of a topic, to which the key words
of the query belong. For example, with the topic con-

9% <

straint “cooking”, “apple” cannot be misunderstood as

“computer”.
Definition 1 (topics of interests vector) T ={z,,
t), ..., 1, }, where m is the number of considered topics.
Definition 2 ( degree of preference) P, =

{P(t,),P(t,), ..., P(t,)}, where P(t;) denotes the ex-
tent to which the user has preference for topic ¢,, and

m

P is normalized to satisfy the equation Z P(t) =1

i=1

When a user issues a query, she/he definitely has
a topic in mind, while this topic is not explicit. She/he
wants the web pages not only containing the keywords
in the query but also correlating to the topic, while the
pages having nothing to do with the topic are redun-
dant. Fig. 1 depicts the status of topics in the web

search process.
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Fig.1 The status of topic in web search

2.3 Discovering the relationship between query
and web page

When a user visits a page for a query, she/he has

some particular underlying intent. This underlying set

of variants can be deduced through employing PLSA.

After preprocessing the web log of a user, the set of

queries Q@ ={q,, ¢,, ---, q,}, and the sets of web pages
P={p, p,, ..., p,} are made available. The core of
PLSA is a latent class statistical mixture model, which
is a latent semantic class model for co-occurrence data
which associates an unobserved class variable z;, e Z =
{z,, 25, ---» 2,,} with each observation. In our study,
(p;» q,) are co-occurrence objectives.

The probabilistic latent factor model can be de-
scribed as the following generative model:

@D P( p;) is the a priori probability that a user
will visit a web page p;;

@ P(z, | p;) is the conditional probability that a
user has intent z, when she/he visits P

@) P(q, | z,) is the conditional probability that a
user issues a query g, when she/he has intent z,.

When a user issues a query g, and browses web
page p;, she/he has an underlying intent z;. According
to the aspect model, an assumption should be made that
P and Q are independent of each other. The relation-
ships among unobserved factors and co-occurrence ob-
served data can be derived from the Bayesian condi-
tional probability as follows:

P(p;,q,) =P(p)P(q,|p) =

m

P(P,-)ZP(CIk ‘Zi)P(Zi ‘pj) (1)

Using a full probability formula, we can obtain the
following equation:

P(p;.q,) = ZP(zi)P(qk [ z)P(p; 1z) (2

Now, in order to explain a set of observations (Q,
P), we need to estimate the parameters P(z;), P(p;
| z,) and P(gq, | z;), while maximizing the following
likelihood L(Q, P).

1 n

L =YY op,q)log(p; q,) (3)

k=1 j=1

Then, we resort to the alternation between the E-
step and M-step of the iterative EM algorithm'"” to
solve the problem. When the monotonically increasing
log-likelihood function reaches a local optimal limit,
we can obtain the final probabilities of observed data:
P(z),P(p; | z) and P(q, | z).In Eq. (3), &(p;, ¢;)
represents the weight of page p; in terms of query ¢,
which can be measured through observing the time the
user spent on this page.

Maximal likelihood alternates between two steps.

In E-step:

P(z; ‘p,-,qk) =— (z) (pJ ‘Zz) (qk‘Z,)

> P(z)P(p; | ) P(g; | 7))

i"=1

(4)

In M-step:
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1
2 W(pj’ q.) P(z, ‘pj’ q;)
P(p,lz) =7, (5)
> Y wippq) P(z I pyq))
1

k=1

~

> w(p; a) P(z; | pys a0
P(q, lz) = (6)
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=1 j=
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n

2 Z w(p;» q,)
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2.4 Computing topic preference

~

Now we want to assign values to the topics of in-
terest vector. Thus, a corresponding relationship should
be found between T and Z. The following algorithm is
based on two assumptions:

Assumption 1 If P(q, |z) =max{P(q, |z)

| z. € Z}, then ¢, is more representative in z,.

Assumption 2  If g, occurs more times in catego-

ry ¢, then g, is more pertaining to c.

Algorithm 1 Computing topic interest vector

Input: P(q, | z;), P(z;) and the matches of g, in category ¢ in open
directory project.
Output: T = {t,,t,, ..., 1, }; Py ={P(t)), P(t,), ..., P(t,) }.
Method:
QS ={Q5;,QS,, ..., QS, 1, QS =QS, =, ..., =QS,, =,

For each ¢, and each z;

q, € QS; where P(q, | z;) =P(q; |zy) (i'=1,2,...,n) but i'#i;

Fori=1tom
For each g, in QS; and each category ¢ in ODP,
freq( g, ¢) = matchings(g,, c¢)/matchings (g,);
freq(QS;, ¢, ) + =freq (g;, ¢);
Fori=1tom
t; = ¢ where freq (QS;, ¢) >freq (QS;, c');
P(t;) =P(z;)
2.5 Quantified probability of underlying topic for
given query
One of the main advantages of the PLSA model in
web usage mining is that it generates the probabilities
which quantify relationships between web users and
queries, as well as web pages and queries. We can de-
rive a method to figure out the probabilities a query’ s
underlying topics based on the Bayesian framework!''" .
P(t, | ) =P;q’ ) :P(ti)P(q | )
() P(q)

«<P(1)P(q | 1)
(8)

If query g is an familiar query, we can obtain the

value of P(q | t;) directly from the above results of the
EM iteration, else this probability may be computed as
in Ref. [11] by counting the total number of occur-
rences of terms in query ¢ in the web pages listed un-
der the topic ¢, in the open directory.

3 User-Oriented Ranking

Now we formulate the difference between query-
oriented and user-oriented search in more formal ex-
pression. We deem the relevant documents to a query g
as an unordered document set, which are the result of
the “match” function with g as the parameter and re-
gard the returned link list as a sorted array of the hit set
of documents, with the PageRank (PR)'* algorithm
(the most far-reaching ranking algorithm) as the pa-
rameter of the “sort” function.

list (g) =sort (match (gq), PR) 9

From the above equation, hyperlink structures of
the web are focused on the mutual relationship of links
and hardly any factor of user diversity are considered.

Our destination is to construct a mechanism that
can convert the query-oriented search to a user-oriented
search through re-ranking the result set for a user’ s
query with respect to the user’ s specific topic interests.
So the parameter of the “sort” function should include
the user’ s preference, naming user-oriented PageRank
(UOPR).

list (g) =sort (match (g), UOPR) (10)

We design the UOPR re-ranking as follows:

UOPR(p) = ZP(t,-)P(tf lq) -

ranking(p) + correlation(p, t;) (11)
In Eq. (11), four factors contribute to the final
ranking: (D) P(t,) represents the user’ s preference on
the topic; @ P(t, | ¢) is the probability that g belongs
to ¢,;; 3 ranking(p) is the ordinal rank of the link re-
turned by the search engine; @) correlation(p, ;) is the
correlation of page p to topic ¢,. As we do not expect
the UOPR value to attenuate too fast with the ordinal
rank increasing, we adopt the exponent — 1/3. More
importantly, user interests are embodied in the equation
and so the re-ranked list can satisfy user requirements
better.

4 [Evaluation and Experiments

4.1 Data set

For the sake of persuasion, the experiments are
done on real life data collected through Google API.
User queries and browsing histories are recorded in the
form of QuerySession ( sessionID, username, query,
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issue _time, querycategoryl,
ClickedItem ( clicked _ time, sessionlD, title, url, snip-
pet, pagecategoryl, pagecategory2, ordinal _ rank). We
collected 30 d of the English queries sent to Google

querycategory2 ) and

from 32 students and faculties in our institute, amoun-
ting to 13 x 10’ queries.
4.2 Metrics

e Accuracy of user’ s interest vector Since it is
hard for users to specify to what extent she/he prefers
a topic, we cannot calculate an accurate similarity by
cosine metric between the interest vector we calculated
and the vector user specified. But it is feasible for the
users to rank their preferred topics in descending order,
so we use the following method to evaluate:

x-y

S

i

accuracy(x) =1 -2 — =L (12)
X X

where x is the number of topics we take into considera-
tion (x <15); y is the number of topics that have not
appeared in our recommendation; and x —y is the num-
ber of topics matched; d; means the distance of a
matched topic’ s position posed by us to that posed by
the user.

e Accuracy of re-ranking As Ref. [13] pointed out
that recall and precision are based on the assumption
that the set of relevant documents of a query is the
same, independent of the user. However, different users
might have a different interpretation of which docu-
ment is relevant and which one is not. So we use

Rprecision
the number of relevant documents the user expected to

to evaluate the retrieval accuracy. If r denotes

find, and e denotes the number of documents examined
in an attempt to find r relevant documents, then

R =L (13)

precision e

4.3 Experimental result

According to use usage data, we construct user
profiles through identifying their latent intent. The de-
tail of the user profile construction process is depicted
in algorithm 1. Fig. 2 gives the 28th user’ s interest vec-
tor as an example.

It is clear to see that a user’ s preferences on dif-
ferent topics slant greatly. So detecting a user’ s interest
vector is meaningful. We then ask the users of our sys-
tem to rank their own interests with a corresponding ra-
tio. We generate a top-n prediction candidate set of n
topics, and then compare the predictions with the list
the user ranked (see Fig.3). Here we see that as n in-
creases from 1 to 10, the precision decreases from 85%
to 30% (using Eq. (12)).

Preference
coocooooo
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Sports

Topics
Fig.2 Examples of user topics of interest vector( User _ID
=28)
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Fig.3 PLSA vs. SVM on accuracy of interest vector

We also make a baseline method to compare.
Here, we use the software package (Http: //svmlight.
joachims. org/) to implement an SVM. Fig. 3 shows
the comparison of our method and the SVM.

We re-rank top n (n >30) links based on our pro-
posed UOPR method, and then take the top 30 links.
From Fig. 4, we can see that the more links are re-
ranked, the higher R
will slow when the number of candidate links exceeds
80.

is achieved. But the speed

precision
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Fig.4 UOPR vs. Google on ranking
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5 Conclusion and Future Work

In this paper we pointed out that improper
orientation is the intrinsic cause that leads to the low
performance of current search engines. We proposed a
framework to convert the query-oriented search to the
user-oriented search by taking account of user’ s prefer-
ence into the ranking. We employed the PLSA to detect
the latent factor between the queries and the web pa-
ges. And we designed UOPR to re-rank result list based
on the user’ s interests. In the real life data set experi-
ments, we found that the user’ s interest vector esti-
mated by our algorithm can express the user’ s interest
well. And the re-ranked list is more adaptable to each



User-oriented web search based on PLSA 351

user’ s specific taste.

In the future, we plan to deepen the blueprint of
our UOPR to build an applicable toolkit. We will com-
bine a user’ s long-term interests with his/her short-
term interests for updating a user profile more effec-
tively. We also plan to incorporate more sophisticated
learning and ranking algorithms, such as personalized
search based on behavior, to further improve the per-
formance of our system.
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