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Abstract: A new mapping approach for automated ontology mapping using web search engines (such as

Google) is presented. Based on lexico-syntactic patterns, the hyponymy relationships between ontology concepts

can be obtained from the web by search engines and an initial candidate mapping set consisting of ontology

concept pairs is generated. According to the concept hierarchies of ontologies, a set of production rules is

proposed to delete the concept pairs inconsistent with the ontology semantics from the initial candidate mapping

set and add the concept pairs consistent with the ontology semantics to it. Finally, ontology mappings are chosen

from the candidate mapping set automatically with a mapping select rule which is based on mutual information.

Experimental results show that the F-measure can reach 75% to 100% and it can effectively accomplish the

mapping between ontologies.
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Ontology mapping is an effective approach for es-
tablishing interoperation between applications using
different ontologies by forming the relationships be-
tween ontology elements. Much research has been done
to pursue good algorithms and tools for (semi-) auto-
matic ontology mapping'' ™. Though structural similar-
ity is commonly used in ontology mapping approaches,
the ontology mapping should be based on semantic in-
formation because the ontology is a knowledge repre-
sentation model. However, the question of how to pro-
vide the necessary formal metadata in an effective and
efficient way has still not been solved to a satisfactory
extent”. Cimiano thinks that acquiring collective
knowledge form the world wide web using a web
search engine is a potential way out of the problem.
Our mapping method exploits this idea for obtaining
subclass relations among concept names of different
ontologies, and then initializes a candidate mapping set
which is a collection of mapping concept pairs. Since
ontology mappings are formal relations between ontol-
ogy concepts rather than ontology concept names, the
results of using this web search engine method directly
to generate ontology mappings is inaccurate. There-
fore, we build a set of production rules to correct and
complete the candidate mapping set according to con-
cept hierarchies in ontologies. Finally, the ontology
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mappings are selected from the candidate mapping set
automatically based on a mapping select rule.

1 Lexico-Syntactic Patterns for Hyponymy

Learning relationships between concepts through
the web is the methodology based on the idea that cer-
tain lexico-syntactic patterns matched in texts convey a
specific semantic relation'”. For a pair of ontology
concepts, the collection of patterns for hyponymy is
called the pattern library, written as P D) 0O, and O,
are a pair of heterogeneous ontologies, cbncepts C e
O, and concept D; € O,. If a pattern in P D) is dis-
covered in a text, we can derive that C, QDJ..‘ For ex-
ample, for the sentence “Such countries as US, UK and
Canada”, we can extract the relationships: country 2
US, country 2 UK and country 2 Canada. The following
is a list of patterns for hyponymy used in our method.
N(C;) indicates the name of C,. Pattern P, to P, are
proposed by Hearst'*' while the other two patterns are
defined in PANKOW'.

P,:N(C;) such as N(D,);

,:such N(C)) as N(D;);

,: N(C,), (especially | including) N(D));
,-N(C,) (and | or) other N(D;);

s N(D)), an N(C));

s: N(D,),is an N(C))

Patterns can not only be discovered in a text or a

v v o

~ o

corpus, but also in the world wide web™””". In our
method, we make use of Google(/Yahoo) API ( With
Google API, users can implement the search function
of Google in their own application programs. ) for ob-
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taining a particular pattern and counting the times the
pattern appears on the web. We call this procedure pat-
tern validation. In our approach, when the sum of
Google results of all the patterns in P, D) is greater
than or equal to a threshold, the subclass relationship
between C; and D; can be derived and this concept pair
passes pattern validation.

2 Automatic Generation of Ontology Map-
pings
Definition 1 Suppose that O,, O, are two differ-

ent ontologies, the similar relationship R between their
concepts is R={(C,,D;) | C,e 0, AD, 0, \C,2
D,AN-3 C,(C,e O, N C2C,NC,2D;) N\
- dD,(D,eO,\ C,;2D,\D,2D))}.

According to definition 1, we define a candidate
mapping set M in definition 2.

Definition 2 Suppose that O,, O, are two differ-
ent ontologies. M = {(C,,D;) | C;e O, \ D, € 0, \C,
2D;}.

M includes the concept pairs that have passed pat-
tern validation. We also set a weight w for every con-
cept pair in a candidate mapping set in order to esti-
mate the possibility of a concept pair being a mapping
pair. The w of a concept pair (C;, D;) is written as
w;;. Under the initial situation, the value of w; is the
sum of Google results of all the patterns in P, Dy -
2.1 Implicit concept

In an ontology, semantic information can often be
found in definitions, labels, comments and hierarchies
of concepts. Some concepts and concept hierarchies are
not defined explicitly in ontologies which can be found
by analyzing the comments and labels. A concept like
this is called an implicit concept. Usually, the comment
of a concept is the definition of the concept. In Eng-
lish, people are used to starting a definition with the su-
perclass of the described concept'™ . If a clause as fol-
lows appears in the beginning of a comment of an on-
tology concept C, we consider noun N to be the super-
class of C.

P;: N such as; P}: such N; Pj: N, (especially | in-
cluding); P;: N (and | or) other; P::N; Pg:an N; P is
an N; Pg:is N.

2.2 Production rules

The web search engine mapping method intro-
duced above makes use of natural semantics of the
concept names. In an ontology, a concept name usually
indicates the meaning of the concept partly but not
equally. The dependency between ontology concepts and
concept names make it possible to generate ontology

mappings by the web search engine method, and the ine-
quality between them causes the performance of finding
ontology mappings using web search engines directly to
be poor. For the purpose of achieving good ontology
mapping results, we propose a set of production rules
based on the concept hierarchies in the ontologies. Due
to the transitivity of the subclass relations between con-
cepts, we can obtain two theorems as follows:

Theorem 1 Suppose that O,, O, are a pair of
ontologies, concept C; € O, and concept D; € O,, if C;
2D; and C, 2C;(concept C,, € O,),then C,,2D,.

Theorem 2  Suppose that O,, O, are a pair of
ontologies, concept C; e O, and concept D; € O,, if C;
2D, and D, 2D, (concept D, € O,),then C;CD,.

Let O,, O, be a pair of heterogenous ontologies, M
be a candidate mapping set, C,, C,, C, be the concepts
of 0,,and D,,, D;, D, be concepts of O,. We build gen-
eration rules for concept pair (C;, D;) as below(“2”
and “C” in production rules indicate a direct subclass
relation) :

R:C,2C,C,2C,, (C,D;) eM, (C,D,) ¢
M,{C,.D;)eM -M =MV {{C,.D,)},w,; =0;

R,:C,2C,(C,D;) eM,{C,,D;) ¢ M, initial
M includes the concept pairs that contain concept C,—
M=M-{{C,D))};

R,:C,2C,,(C,D;) eM,C,,D;) ¢ M, initial
M excludes the concept pairs that contain concept C,,
—M =M\ {(C,,D,)},w,,; =6;

R,: <C,-,DJ-> eM, (C Dj> eM,C,2C,—w, =
W, Wy

y

R;:D,CD;,D,CD,, (C,D;) eM, (C,D,) ¢
M,{C.,D,) eM—M=M\ {{C,,D,)}, w,, =6,

R;:D,CD,;, <C.,D;,>eM, <C,D, > ¢M, ini-
tial M includes the concept pairs that contain concept
D,—M ZM'{<C;" Dj> b

R,;:D,CD,(C,D;)eM, <C,D, > ¢M, initial
M excludes the concept pairs that contain concept D,,
—-M=MV{< C,D,>},w,, =6,

Ry:(C,D;)eM,(C,D,) eM,D;CD,—w, =
W, Wy

n’

1) Reasonableness of production rules

It may happen that “C,, 2C;, and (C,,D,) e M
and (C,, D;) ¢ M” with an original candidate mapping
set. This leads to a contradiction according to theorem
1. The contradiction appears under two situations: (1) C,
has ambiguity and has relative semantic with D; in nat-
ural language ({(C,, D,) e M), but if C; is chosen the
semantic related to C,(C, 2 C,) in an ontology, and
C,, is unrelated to D,({C,,, D;) ¢ M). (2 The concept

name of D; is an uncommon word and its patterns are
hard to be found in web. In case (1) we should delete
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(C,, D;) from M because the semantic of C; is uncon-
cerned with D; in the ontology. In case ), we should
add (C,, D;) to M because of the incorrectness of
(C,.,D;) ¢ M.If C;2C, and (C,, D,) € M, we can
obtain that the semantic of C; is related to D; in the on-
tology and this situation belongs to case (2. If a con-
cept pair containing C, exists in the original M, it indi-
cates that the concept name of C, is a normal word
with natural semantics and this situation belongs to
case (1. Similarly, if a concept pair containing C, does
not appear in the original M, this situation belongs to
case (2). Thus, we establish three production rules R,
R, and R,. Similarly, we obtain production rules R; to
R,.

Due to the meanings of definition 1 and weight
w, (C,,D;) eM,{C,,D;) eM and C,2C,, w,; should
be greater than w;. However, under initialization w;
may be greater than w,; because the original value of w
is from the web search engine using the natural mean-
ings of concepts. We propose R, to eliminate the con-
tradictions shown above. For the same reason, Ry is de-
rived.

2) Collision elimination

When R, and R, are evoked at the same time, they
cause a collision. The information in M is not complete
as it is missing some concepts whose names are abnor-
mal words. Therefore, we set the priority level of R,
higher than R,. The priority level of R; is higher than
R, for the same reason. Based on the principle that u-
sing production rules having more constraints preferen-
tially, we set the priorities of R, to R, higher than R,,
and R, and R, higher than Ry.

3) Algorithm of using production rules
PD( CandidateMappingSet M)
{ for(inti=n;i> =0;i- —) {//n is the number of concept pairs
in M
conceptPair P = M[i];
R, (P);R,(P);R;(P);//use R, to R; for P}
for M. in M do {//k is the number of concept pairs in M,

Sort(M,);

for(int i =k;i> =0,i— —) {conceptPair P =M_[i];
Rs(P);Rs(P);R;(P)s }

delImpliedConcept( M) ;

for(int i =0;i < =n;i+ +) {conceptPair P =M[i];R,(P); }
for M, in M do{
for(int i =0;i< =k, i+ +)
{ conceptPair P =M_[i];
Rg(P); }
}
}

Because the “2” and “C” in production rules in-
dicate direct subclass relationships, using them in a
candidate mapping set is a cyclic procedure that uses
the production rules from one concept pair to another

in a particular order according to the concept hierar-
chies of the ontology. Sort(M) sorts concept pairs in M
in a top-down order of concept hierarchies in O,. Sort
(M) sorts the concept pairs in M_ in a bottom-up or-
der of concept hierarchies in O,. Here, M, is the set of
concept pairs which have the same concept C of O,.
Since the implicit concepts are not included in ontolo-
gy mapping pairs, we delete concept pairs which con-
tain an implicit concept, and add the weights of them to
the concept pairs containing their direct subclass con-
cepts.
2.3 Selecting mapping pairs

Because w indicates the occurrence of a pattern in
the web, the w of concept pairs consisting of common
concepts is obviously greater than the w of concept
pairs consisting of uncommon concepts. Thus, an abso-
lute high w may not represent a correct mapping, and

given a particular w,, its relative value (magnitude) a-

ij?
mong all w for concept pairs including D; and concept
pairs including C; is more important than its absolute
value. We use mutual information to solve the problem
of selecting mapping pairs and give the definition of
the mutual information between two concept pairs'” .

Definition 3 Given a candidate mapping set M
and a concept pair (C;, D;) in M, the estimated mutual
information (EMI) between C; and D, is

w,/ W

(w/W) « (w/W)
with w;; being the weight w of concept pair (c, Dj>,
W being the sum of w of all the concept pairs in M, w,

EMI(C,. D)) =%log

being the sum of w of all the concept pairs that contain
C;, and w, being the sum of w of all the concept pairs
that contain D;.

Accordingly, the mapping select rule can be given
as below.

Definition 4 Let M be a candidate mapping set,
M’ be the set of ontology mapping pairs. (C;, D;) e M
(C, e 0,,D; € 0,). If M excludes a concept pair p
which contains concept C; or D; and EMI(p) is greater
than EMI(C,, D;), the concept pair (C;, D;) is a map-
ping pair and M' =M"\ {{C,;,D;)}.

3 Algorithm

For finding mappings between different the ontol-
ogies O, and O,, the complete procedure of our method
has four steps: Step 1 is the process that changes the
ontology concept names into their base forms, and in-
serts implicit concepts into ontology concept hierar-
chies; Step 2 is the pattern validation through which
we can obtain candidate mapping set M and mapping
set M'; Step 3 is processing M using production rules;
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Step 4 is selecting mapping pairs from M and putting
them into M’. The algorithm of our method is shown as
follows:

Input: two different ontologies O, O,;

Output: ontology mapping set M'.
void main()

{Ontology O; =Preprocess (O, );

Ontology O; = Preprocess (0,);

for concept C; in O] do {

for concept D; in O; do{

/ # Put concept pair (C;, D;) into M’ % /

if(N(C;) =N(D;)) Put(M’, C;, D;);
else {PatternValidate(N(C;), N(D;);

if (S(P) > =6) Put (M, C;, D)); }
}

} M =Sort(M);

PD(M); //use production rules on M

while(M! = () Put(M’, SelectMapping(M));

}

Particularly, we need to reduce the Google search
times by avoiding unnecessary search operations. Giv-
en a concept pair (C;, D;), if the concepts have a
same name, C; 2 D, and D; € C; can be derived using
the web search engine. We consider that C, is equal to
D;, and that (C,, D;) is a mapping pair. We extract
these kinds of concepts surrounding the subclass con-
cepts from the ontologies to be mapped, and establish
mappings among them before doing so with the other

concepts in the ontologies
4 Experiments

In this section, we perform two experiments on
ontology pairs from OAEI 2005 (http://oaei. ontolo-
gymatching. org/2005. OAEI provides a public testing
ontology set. ) benchmark tests with § =50 to test our
method. In experiment 1, we perform three tests on the
ontology pair (101,205). Ontology 205 discards some
linguistic features of ontology 101 by replacing local
names of a concept with synonyms. The first test ig-
nores implicit concepts and selects mapping pairs di-
rectly from initial M using the mapping generation
rule. In the second test we still ignore implicit con-
cepts, and then generate mapping pairs from M that
have been processed by production rules. The last test
uses our mapping method completely to find ontology

mappings automatically. We use both Google and Ya-
hoo as the web search engines for testing whether our
approach is unaffected by selecting different web
search engines. In experiment 2, we test our mapping
approach on the ontology pairs (101, 205), {101,
301), (101,302) and {101, 304 ) using Google. The
ontologies 301 to 304 are four real-life ontologies of
bibliographic references found on the web and left un-
touched.

Generally, the performance of ontology mapping
is evaluated using Precision, Recall and F-measure.
Some of the mappings generated by our method do not
have the relation R defined in definition 1 between
concepts, but have a right subclass relation. We call
concept pairs like this non error mapping pairs which
are helpful in forming ontology mapping manually. We
give a weaken precision with respect to non error map-
ping pairs.
correct _ mapping _ pairs _in _ M’

Precision = — ;
concept _pairs _in_ M

correct _ mapping _pairs _in_ M’
Recall =

existing _mapping _ pairs
2 x precision x recall
precision + recall

F-measure =

nonError _ mapping _pairs _in_ M’

WeakenPrecision = P ;
concept _pairs _in_ M

The results of experiment 1 are shown in Tab. 1.
Comparing test 1 with test 2, we find that the perform-
ance of the mapping method is much better after con-
sidering the information of the concept hierarchies. The
comparison between tests 2 and 3 demonstrates that
when the number of concept levels in the ontology in-
creases, the recall and precision grow. Furthermore, the
results of tests using Google and using Yahoo are simi-
lar. Thus the results of experiment 1 demonstrate that
implicit concepts and production rules can improve the
performance of mapping significantly and our approa-
ches are little affected by the selection of search en-
gine.

The results of experiment 2 in Tab. 2 show that
our approaches are effective for finding good ontology

Tab.1 Results of experiment 1 %
Tests Web search engine Precision Recall F-measure Weaken precision
Mannines from initial M Google 62.5 45.5 52.6 66.7
PPIng Yahoo 54.2 39.4 43.9 62.5
Usine production rul Google 71.3 515 62.0 71.3
Sing production rules Yahoo 72.8 48.5 58.2 72.7
Using implicit concepts Google 91.3 63.6 75.0 91.3
and production rules Yahoo 91.3 63.6 75.0 91.3
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mapping automatically. Furthermore, the recall is low
for the ontologies which contain many concepts having
an uncommon name such as “Misc”. For (101, 302),
recall is higher than precision, because most of the con-
cepts in ontology 302 are normal words which lead to
high recall and because the deepest concept level is 2
which leads to low precision. Obviously, our method a-
chieves a good effect on the ontologies having normal
concept names and many concept levels.

Tab.2 Results of experiment 2 %
Ontology pairs Precision Recall F-measure
(101, 205) 91.3 63. 64 75
(101, 301) 100 100 100
(101, 302) 81.82 90 85.72
(101, 303) 100 100 100
(101, 304) 100 100 100

5 Conclusion

We proposed a new ontology mapping method in
this paper. This method is based on the idea that the
web is a large knowledge base from which we can ob-
tain metadata for ontologies through the web search en-
gine. The implicit concepts and a set of production
rules were recommended for correcting and completing
the information obtained from the web. The experimen-
tal results demonstrate that our method is effective. Our
next work is to try to obtain more information about
ontologies using not only subclass relations but also
ontology semantic such as ontology property to correct
the information from the web.
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