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Abstract: For an extract description of threads information in question and answer (QnA) web forums, it is

proposed to construct a QnA knowledge presentation model in the English language, and then an entire solution

for the QnA knowledge system is presented, including data gathering, platform building and applications design.

With pre-defined dictionary and grammatical analysis, the model draws semantic information, grammatical

information and knowledge confidence into IR methods, in the form of statement sets and term sets with

semantic links. Theoretical analysis shows that the statement model can provide an exact presentation for QnA

knowledge, breaking through any limits from original QnA patterns and being adaptable to various query

demands; the semantic links between terms can assist the statement model, in terms of deducing new from

existing knowledge. The model makes use of both information retrieval (IR) and natural language processing

(NLP) features, strengthening the knowledge presentation ability. Many knowledge-based applications built

upon this model can be improved, providing better performance.
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1 Related Work

The question and answer (QnA) web forum is an
important type of Internet service, where users can help
each other by asking a question, answering a question
or voting for a best answer. Live QnA, Yahoo An-
swers, Baidu Knows and Wondir are examples of this
type. Popular QnA web forums usually keep large
quantities of QnA threads data with manually labeled
“best answer”, while only several simple services men-
tioned above are offered.

In fact, much more valuable applications can be
built upon forum data sets, such as question answering
(QA)™, automatic encyclopedia, expert search'™ | etc.
These issues have become quite popular in recent
years, especially since the corresponding tracks ap-
peared at TREC. However, these valuable applications
on QnA data sets were mostly built”™' with IR meth-
ods previously, paying more attention to statistical fea-
tures of query keywords.

Some recent studies have tried to extract head
chunks and related words from sentences, or place a hi-
erarchy classification on questions, aiming at a more
exact description on the questions'®”. It was also pro-
posed in TREC 2006 to bring semantic relations into
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the QA system'™, but it mainly focused on well-formed
factoid and list questions offered by TREC, and was
not quite suitable for QnA web forum data.

In a QnA web forum, the original QnA data sets
are in the form of QnA threads, thus the meaning of a
word or a sentence depends much on the thread con-
text' . In addition, the contents of QnA threads are full
of colloquial words and spelling mistakes, thus much
noisier than enterprise data sets offered by TREC. So it
is difficult to extract or retrieve information directly
from QnA threads. To put more QnA knowledge in
use, it is necessary to build a new presentation model
for QnA web forum data sets, paying more attention to
semantic and grammatical information''”. What’ s
more, some opinions in QnA threads may be disagreed
with by other people. So knowledge confidence should
also be brought into the model.

In this paper a knowledge presentation platform in
the English language is proposed to provide a more ex-
act presentation of knowledge in QnA threads. Many
knowledge-based applications can be built on this plat-
form in the future, no longer directly on original QnA
threads.

2 System Overview

QnA data sets, QnA knowledge presentation plat-
forms and QnA applications constitute a complete QnA
knowledge system. Fig. 1 gives an overview of the sys-
tem. The original QnA threads data is crawled from
QnA web forums and stored in QnA data sets. The
QnA knowledge presentation platform is built upon
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QnA data sets, and provides query services to high-lev-
el QnA applications.

QnA applications |

I Question answering | I Automatic encyclopedia |

|

QnA knowledge presentation platform |

Statement set | Term sets | User set

**Q

Fig.1 Architecture of the QnA knowledge system

3 Data Gathering

QnA data gathering can be divided into three steps:
data crawling, thread content extraction and data storage.
QnA web pages are downloaded by some thread crawl-
ers, and then are parsed into thread contents such as
question title, question body, question author, posted
time, answer body, answer author, answer voted count,
etc. This work is not too difficult to finish since QnA
web pages are usually rendered from a well-structured
template. Then the parsing results can be stored in rela-
tional or XML-enabled databases. After data gathering,
all the QnA data sets in Fig. 1 can be built.

4 Platform Description

As is shown in Fig. 1, the QnA knowledge presen-
tation platform is composed of the statement set, term
sets and other assist components as the user set. The
platform is the most important part of the QnA system.
Then various components of the platform are described
in this section.

4.1 Terms with semantic links—using semantic in-
formation

In the QnA knowledge presentation system, terms
are collected from QnA data sets as well as from a pre-
defined dictionary. A term is a basic semantic unit in
the form of a word, group of words, or a phrase, but its
headword should be a notional word. All terms are
stored in their stemmed form, and organized by their
parts of speech (POS), which is defined as the POS of
their headwords. Thus there will be noun term set, verb
term set, adjective term set, adverb term set, etc. A
multi-POS term can be found in several term sets, but
occurs at most only once in one set. These terms will
be used as statement elements in the statement set.

What’ s more, various types of semantic links can
be added to related terms in each term set. For exam-
ple, undirected antonym links and directed hyponym

links can be found in the noun term set; and undirected
antonym links and undirected synonym links can be
found in the adjective term set. WordNet renders much
help in this work. Examples of term sets are shown in
Fig. 2.

[ Term sets |
(Noun term set ) h
Abstraction
Hyponym Front .
— \ omputer
\
Synonym \ Season Relation
Antonym
Animal Spring  Summer Communication
/\ United nations
Cat  Rabbit Discussion
A J
Adjective term set Great )
Teal
Happy Expensive \ Wooden
v > Outstanding
deem Dear
Glad  Cheap Delici Large
Famous _ 101(<us Windy |
\, '
Unknown Tasty Small )

Fig.2 Term set examples in the QnA knowledge presenta-
tion platform

These semantic links can help in extracting new
knowledge from existing knowledge. For example, it is
known that “rabbits eat vegetables” and the term “veg-
etable” has a hyponym link to the term “carrot”. Then
it can be deduced that “rabbits eat carrots”. It may not
be the truth, while it can be a truth in high probability.
4.2 Statement model—using grammatical informa-

tion

The statement set, composed of statement models,
is the most important part of the QnA knowledge pres-
entation platform. It is the carrier of QnA knowledge.
In QnA threads, there are all types of natural language
sentences, with active or passive voice, with natural or
inverted order. For knowledge presentation, all the sen-
tences should be converted into a unified form. Thus a
sentence model called the statement is defined, which
all sentences of question/answer (Q/A) pairs can be
converted into. A statement looks like a declarative
clause with active voice and natural order, with ele-
ments of subject, predicate, object, attributive and ad-
verbial. But it is a knowledge model, not a natural lan-
guage sentence. Possible structures of a statement are

shown in Tab. 1.
Tab.1 Possible structures of a statement

Subject part Predicate part
Object
Direct object Indirect object
Object

Direct object Indirect object

Factitive verb

. Factitive verb
Subject

Link verb Predicative
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Each statement element is a term, a paragraph, or
another statement. If it is a term, the element will be
indexed and associated to the same term in term sets.
There are several steps from Q/A pairs to statements,
including spelling mistake correction, POS tagging,
stemming, term generation, stop words removing, sen-
tence pattern conversion, etc. Thanks to various NLP
tools, this work can be done more facilely now. For ex-
ample, the Minipar tool produces a quite detailed gram-
matical analysis of natural language sentences, and its
output can be used as an intermediate result for the
conversion to a statement. Fig. 3 shows some conver-
sion examples. The definition of the POS tag in the fig-
ure can be found in Brown Corpus.

Q/A pairs Statements

Question:
What do
rabbits eat?
Answer: Rabbit
Green grass. (NNS)

————————— e ————————

Question:

Wh ! \
the };n((i)gflsgo :’ g |around i
around the | 1 (VBZ) J
earth? \ /
Answer:
Because the
moon is the
earth’ s
secondary
planet.

Question:
Is bat a bird?)

Answer:
No, it isn’t.

be
(VBZ)

Fig.3 Conversion examples from Q/A pairs to statements

2

Compared with statistical IR methods, the state-
ment model can benefit greatly in the answer extrac-
tion. For example, if a Q/A pair “What do rabbits
eat?/Green grass.” is converted into a statement “rab-
bits eat green grass”, and then both “What do rabbits
eat?” and “Who eats green grass?” can be answered
exactly.

4.3 Knowledge confidence

Along with semantic and grammatical informa-
tion, knowledge confidence also plays an important role
in QnA threads. As is known, not all the contents of
QnA threads are valid. Some opinions may be dis-
agreed with by other people, or they may even be
wrong. So a confidence coefficient called statement
confidence is defined, which is a decimal fraction in

the interval of [0, 1], expressing how confident a cer-
tain statement is. It is mainly calculated by the voting
count of the source answer and is added to each state-
ment as an extended feature.

Then the confidence of semantic links can be de-
fined, also a decimal fraction in the interval of [0, 1],
expressing how relational a pair of terms are. With se-
mantic link confidence, statement confidence can be re-
calculated and forwarded from existing knowledge to
the new knowledge. A simple way to re-calculate new
statement confidence is to multiply existing statement
confidence by semantic link confidence.

The knowledge confidence in the form of state-
ment confidence and semantic link confidence can be
used by high-level QnA applications. For example, in
QA application, the knowledge confidence is treated as
part of a query result, and exercises a great effect on
the final rank order.

Furthermore, there is a user set in the QnA knowl-
edge presentation platform recording the information of
statement users. The statement user is the user in origi-
nal QnA threads, who has offered the source answer of
a certain statement. So a user confidence can also be
defined from the confidence of all statements related to
the user. All the information of statement users can
help generate experts in expert search applications.

S QnA Applications

Many knowledge-based applications, such as QA,
automatic encyclopedia and expert search, can be built
upon the QnA knowledge presentation platform. Here
are two typical ones.

5.1 Question answering

A QA application can be built upon the QnA
knowledge presentation platform. It allows users to sub-
mit a specific question, and returns a ranked list of an-
swers to the question. To implement the query process
from a QnA knowledge model, the QA application
should include components of question analyzer, state-
ment query processor, statement ranker, and answer
generator. Especially, the result answers are ranked not
only by how much the question statement and answer
statements match, but also by the knowledge confi-
dence of answers. The architecture of QA application is
shown in Fig. 4.

5.2 Automatic encyclopedia

An automatic encyclopedia application can be
built as well upon the QnA knowledge presentation
platform. An automatic encyclopedia is a web site like
Wikipedia or Baidupedia. While it is not manually
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Fig.4 Architecture of QA application

built, it is automatically generated from QnA knowl-
edge. In brief, each term in a noun term set can be trea-
ted as a lemma in an automatic encyclopedia. Then for
each lemma, a web page is generated from all the state-
ments related to it.

6 Conclusion

QnA web forum is an important type of Internet
service. Many valuable applications can be built upon
forum data sets. To put more QnA knowledge in use, a
knowledge presentation model is proposed in this pa-
per. It is a new way to present knowledge in QnA
threads, paying more attention to grammatical and se-
mantic information, and even knowledge confidence.

As is discussed in this paper, the platform built
with the QnA knowledge presentation model has the
ability to provide a more exact presentation for knowl-
edge in QnA threads. So many knowledge-based appli-
cations can be built upon this platform in the future, for
better performance.
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