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Abstract: A Kullback-Leibler( KL) distance based algorithm is presented to find the matches between concepts

from different ontologies. First, each concept is represented as a specific probability distribution which is

estimated from its own instances. Then, the similarity of two concepts from different ontologies is measured by

the KL distance between the corresponding distributions. Finally, the concept-mapping relationship between

different ontologies is obtained. Compared with other traditional instance-based algorithms, the computing

complexity of the proposed algorithm is largely reduced. Moreover, because it proposes different estimation and

smoothing methods of the concept distribution for different data types, it is suitable for various concepts

mapping with different data types. The experimental results on real-world ontology mapping illustrate the

effectiveness of the proposed algorithm.
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With the growing access to heterogeneous and in-
dependent data repositories, the treatment of differences
in the structure and semantics of the data stored in
those repositories plays a major role in information sys-
tems'"'. Ontology mapping is an effective method to re-
alize the interoperation of heterogeneous ontologies'”' .

Determining the semantic similarity of concepts
from different ontologies is the core of ontology map-
ping . Clearly, many different definitions of similarity
are possible, each being appropriate for certain situa-
tions. Examples include Cupid”], COMA"™, s-
Match'”, GLUE"™. GLUE uses machine learning
techniques based on instances to find equivalent con-
cepts between two ontologies. The joint probability dis-
tribution of a concept is chosen to compute the similar-
ity of all kinds of semantic relationships among differ-
ent ontology concepts. According to the overlapping of
sample spaces, the computation formula of the “equal”
relation similarity is

. _P(ANB) p(A, B)
SI(A-B) = b (AUB) ~P(A. B) +p(A. B) +p(A. B)
(D

The computation of all kinds of semantic relation-
ships among ontology concepts can be transformed to
the computation of the four probability values: p(A,
B),p(A,B),p(A, B), p(A, B). The greatest challenge
of GLUE is that of computing the joint distribution of
any two given concepts A and B.

GLUE addresses this problem using machine
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learning techniques as follows: It uses the frequencies
of words in the content and the name of concept A’ s
instances to learn a classifier C, and then classifies in-
stances of concept B by the classifier C,. In such a
way, a classifier C, can be learned and then classifies
instances of concept A. GLUE uses all the results to
calculate the four probability values: p(A, B), p(A,
B),p(A,B) and p(A, B).

GLUE has the disadvantages of high complexity
and is only suitable for computing the instances in
which data type is text. In this paper, the Kullback-
Leibler (KL) distance is proposed to compute the simi-
larity between the distributions of two concept in-
stances. Compared with traditional algorithms, the com-
puting complexity of our algorithm is largely reduced
and it is suitable for various data types besides text.

1 KL Distance Based Concept Mapping

For the remainder of this paper, let O, and O, be
two ontologies, A is the set of concepts in ontology
O,,marked A = {A, |i=1, ..., |A|}; B is the set of
concepts in ontology O,, marked B = {B, | i =1, ...,
|B|}, where |A| and |B| are the concept numbers of
A and B, respectively. X; and Y; are the instance sets of
A; and B, respectively, marked X; = {x; lj=1, ..,
[ X:1}.Y, ={y,; lj=1 ..., Y|}, where |X,| and |Y;]|
are the instance numbers of A; and B;, respectively.

Given enough instances, if A; and B, are similar or
equal, then the distributions of X, and Y; should be
close or equal. The Kullback-Leibler distance is a
widely-used measure in statistics which depicts similar-
ity or “closeness” between two probability distribu-
tions'”’. It has been applied to natural language pro-
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cessing, machine learning, and statistical physics''”’. In
this paper, the KL distance is used to measure the simi-
larity between the distributions of two concept in-
stances.

1.1 KL distance

In this section, we consider the theoretical and
computational properties of the relative entropy meas-
uring the “similarity” between distributions.

Definition 1 Let X, Y be two discrete random
variables with a value space y and a probability mass
function p(x) =P{X=x},xey, q(y) =P{Y=y},yex.
The relative entropy or the KL distance between two
probabilities mass functions p(x) and g(y) is defined
as

p(x) p(X)
D(p|p = Zp(x)log a0 = Bleg g @

In the above defmltlon, we use the convention that
0log(0/0) =0 and the convention (based on continuity
arguments) that Olog(0/¢g) =0 and plog(p/0) = .
Thus there is any symbol x ey such that p(x) >0 and
q(x) =0, then D(p|lq) =

The KL divergence is a standard information theo-
retic “measure” of the dissimilarity between two proba-
bilities mass functions. It is not a metric in the techni-
cal sense, since it is not symmetric and does not obey
the triangle inequality.

It is not difficult to prove that the KL. measure has
the following properties:

@ D(pllq)=0;

@ D(plg) =0ep =4.

While there are many theoretical reasons justifying
the use of the KL divergence, there is a problem with
employing it in practice. Recall that for distributions p
and g, D(p | ¢) is infinite if there is some y’ € y such
that p(y') =0 but g(y") is nonzero. If we know p and
q exactly, then this is sensible, since the value y’ allows
us to distinguish between p and g with absolute confi-
dence. However, often it is the case that we only have
estimates p and ¢ for p and g. If we are not careful with
our estimates, then we may erroneously set g(y) to ze-
ro for some y for which g(y) >0, with the effect that
D(p|l§) can be infinite when D(p||g) is not. There are
several ways around this problem. One is to use
smoothed estimates, as described in section 1. 2.

1.2 Estimating concept distribution

Each concept is associated with a data type. This
paper classifies data types as number, enumeration and
text. Usually, no assumptions are made about the rela-
tionships among these concepts with different data
types.

e Number To estimate the distribution probability
of a concept with a number data type, the multi-inter-
val quantization is used. X = {x; \ i=1, ...,

notes the instance set of a concept. Let a =min(x,), b
=max(x;). We partition the close interval [a, b] into
N equal-width subintervals denoted as A, k=1,2, ...,
N, and then the frequency f, is the instance count in
A,. The probability of an instance in subinterval A, is
defined as

pv) =4 3, ©)

In order to solve the problem of plog(p/0) = o
in section 1.1, we must have a preprocessing step to
overcome g =0. This paper uses smoothed estimates,
since they smooth over zeroes in distributions''". This
technique is the interpolation method that produces an
estimate frequency by linearly interpolating for the ze-
roes in distributions.

If the frequency of instances is zero in subinterval
A,, the estimate frequency f; is defined as

fo=lerth (4)
K-k +1

where f; | is the frequency in A, , and f; is the first

nonzero frequency of a subinterval following the subin-

terval A,.

This method guarantees the probability of in-
stances to be nonzero in each subinterval, then it is suc-
cessful in solving the problem that the KL distance is
infinite.

According to Eq. (3), we generate the modified
instances distribution vector P(X") = {p(x/, ), p(x},),
s (X)) )

e Enumeration For enumeration, the interval num-
ber N is equal to the size of the enumerative data type.
Then figure out the frequency of instances and sort
them in an ascending order in intervals. According to
Eq. (3), we can generate the probability distribution of
the concepts with enumerated data types. The smoothed
estimates method of enumerative data types is the same
as that of the text data type, described as in the follow-
ing context.

e Text For text data type, we used a 1-gram lan-
guage model for content-based text. This algorithm ex-
presses all the instances of a concept as content
lists!"':

CL, = (W, /i) Wy fo)s o (W f) ) (5)
where w, is a word that appears in concept ¢ instances
and f; is the frequency of w,.

Select the N frequency f; with maximal values to
generate the instances distribution vector of concept c:
P.(W) ={p.(w),p.(w,), ..., p.(wy) }, p.(w;) can be
figured out by Eq. (3).

Sometimes a word w; in concept A, does not ap-
pear in concept B,. In order to overcome the drawback
that the KL distance is infinite, the estimate frequency
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S5 (w;) of w; in B, is defined as

fBi(wi) =q min fB,-(Wj) (6)
where 0 < <1 is an adjustable parameter.
1.3 Concept mapping

The KL distance is a measure of the distance be-
tween two distributions. It will reach the minimum
when the two distributions being compared are maxi-
mally similar.

To select the concept B, in ontology O,, which is
the “closest” to a concept A, in ontology O,, the com-
puting equation is shown as follows:

B* =arg min D(p(A,) Ip(B) (7)

In practice, concept A, might have no match with
any concept in ontology O,. So we specify an appropri-
ate threshold max _ KL. The KL distance any acceptable
match must be less than max _KL.

2 Experimental Results and Analysis

In this section, the experiments to determine con-
cept similarity using two real world ontologies are in-
troduced. Two movie ontologies are from two different
BBS organizations of Beijing Institute of Technology
and constructed independently. Fig. 1 shows parts of
the two ontologies. Arrows in the figure denote the re-
lationships among concepts.

Vodbit

Film title/ \
(text) Reputation
Actor o (enumeration)

(text) Director lassification
(text) (enumeration)

Address VS_bandwidth
(text)  (number)

(2

Bitunion _ movie

Network _ bandwidth
(number)

(text) g F_ Class F_ Rep.
( tgx?) (text) (text)  (enumeration) (enumeration)

Net - BW

VSBW (number) (number)

Address
(text)

(b)

Fig.1 Part of two movie ontologies. (a) Part of movie 1 on-
tology; (b) Part of movie 2 ontology
We extracted 500 instances for each of the ontol-
ogies at random, and performed some trivial data clean-
ing such as removing the instances with too big or too
small values. We also removed the size of instances
less than 130 bytes because they tend to be empty or
vacuous and thus do not contribute to the matching
process.
First, we will illuminate the match between con-
cepts with number data type. Two pairs of concepts
(VS _bandwidth and VSBW, Network _ bandwidth and

Net _ BW) are used. In this part, the count of subinter-
vals is N =10. Fig. 2 shows their distributions and Tab.
1 shows the KL distance of these distributions.

0.3 —+—VS_ bandwidth
—=— VSBW

—a— Network _ bandwidth
——Net_ BW

(=]
[\S)

KL distance
S
—

1 2 3 4 5 6 7 8 9 10
Interval

Fig.2 Distributions of concepts with number data type

Tab.1 The KL distance of concepts with number data type

. Movie 2
Movie 1 VSBW Net BW
VS _ bandwidth 0.104 1 0.3790
Network _ bandwidth 0.2650 0.1176

From Fig. 2, it is obvious that the distribution of
VS _bandwidth is close to that of VSBW and the distri-
bution of Network bandwidth is close to that of Net _
BW, which is reflected correctly in Tab. 2. This shows
that the KL distance is very effective.

Secondly, we illuminate the match among con-
cepts with enumeration data types. Fig. 3 is their in-
stance probability distribution and Tab. 2 is the compu-
ted KL distance of these distributions. The mapped
pairs in concepts are marked by blacking their KL dis-
tance.

Tab.2 The KL distance of concepts with
enumeration data type

Movie 1 Movie 2
ovie F _Class F_Rep
Classification 0. 022 36 0.212
Reputation 0. 286 0.004 7
. —— Reputation —a— Classification
é —#—F_Rep —F_class
B
20.1p . A

2 3 4 5 6
Interval

Fig.3 Distributions of concepts with enumeration data type

From Fig. 3, it is obvious that the distribution of
the classification is close to that of F_Class and the
distribution of the reputation is close to that of F_Rep,
which is reflected correctly in Tab. 2. This shows the
KL distance is very effective.

Thirdly, we illuminate the match among concepts
with text data types. The detailed matching of concepts
with text data types is shown in Tab. 3. Each column in
the figure shows the KL distance which is computed
based on Eq. (7).

Generally speaking, the matching quality greatly
depends on the data distribution characteristics of a da-
ta source, which is also illuminated by our experimen-
tation data in Tab. 3. It is well-known that words ap-
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pearing in the film title are more random than in the
actor name, which results in the probability distribution
of film title being more ruleless than of the actor
name. So the KL( filetitle|F_N)is greater than the KL

(actor||[F_A).
Tab.3 The KL distance of concepts with text data type
Movie 1 Movie 2
F_N F_A F_D
Filmtitle 0.1340 1.528 6 1.6789
Actor 1.4325 0.0931 0.258 4
Director 1.5632 0.156 4 0.0156

3 Conclusion

Solutions that try to provide some automatic sup-
port for ontology matching have received steady atten-
tion in recent research. This paper introduces a KL dis-
tance method. It computes the KL distance between the
distributions of two concept instances to fulfill concept
matching. Compared with the additional algorithm
based on instances, the computing complexity of our
method is largely reduced and it can fit various data
types. The experimental results with real-world ontolo-
gy mapping illustrate the effectiveness of our algo-
rithm.

Future work will focus on the method of combi-
ning our method with other matching algorithms which
include approaches based on syntax, definition and hi-
erarchy according to the ontology model. Aside from
the above work, other future research involves exten-
ding our techniques to handle more sophisticated map-
pings among ontologies, such as one to more and more
to one.
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