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Abstract: To provide efficient monitoring of web service-based business processes, a web service proxy ( WS-

proxy) is developed to monitor business activities by monitoring the enactment of services. WS-proxy is

deployed as an intermediary between internal business processes and external service providers, and it provides a

single point of service access with the functions of message routing and content inspection. By using an XPath

engine named WS-filter, performance indicators can be generated from service messages for assessing business

performance. In the experiments, the feasibility of WS-proxy is verified and it achieves good performance in the

monitoring work. The latency introduced by WS-proxy is only about 15% of the overall latency while extracting

performance indicators just consumes less than one third of the processing time.
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In recent years, more and more organizations are
deploying web service applications to provide standard-
ized, programmatic application functionality over the
Internet'"!, and web services have been widely adopted
as a mechanism for government and enterprise to con-
struct their business processes. The invocations of web
services are business activities, and how to acquire per-
formance indicators from these activities for assessing
business performance is what we try to solve. In this
paper, we introduce an approach to monitor web serv-
ices-based business process performance by using web
service proxy ( WS-proxy). WS-proxy insulates the in-
ternal business processes from external service provid-
ers, and provides a single point of service access for
both business processes and external customers. Be-
sides, WS-proxy can also extract target XML elements
from the web service messages for generating perform-
ance indicators. To achieve efficient monitoring, WS-
proxy uses an optimized XPath engine developed based
on YFilter'” for content-based message routing and da-
ta extracting.

1 Related Work

A lot of research has been done for monitoring
business performance. These works focus on retrieving
necessary data for performance evaluation. McGregor et
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al. developed an approach to monitor web services-
based business processes by embedding log service into
processes””’ and Fu et al. developed a mechanism for
monitoring business performance by monitoring system

) Thomas et al.

events introduced a semantic ap-
proach in which semantic expressiveness is added to
the business process for describing business activities
and their performance criteria, and agents are utilized
for the monitoring work™. Our solution is similar to
Fu’ s event-based scheme in some ways. WS-proxy
monitors business performance by monitoring the en-
actment of web services. Besides, our solution also re-

1

fers to the web service router gateway'” and another

design of the web service proxy'”.

2  Web Service Proxy

In a common scenario, government and enterprise
utilize web services to construct their own business
processes, and provide services to external customers.
The left side of Fig. 1 shows such a scenario, from
which we can see that the service invocations are un-
orderly distributed and hard to be managed. Therefore,
we intend to bring an intermediary node into the web
service model to make the web service activities easier
to be monitored, as shown in the right side of Fig. 1.
We deploy WS-proxy on this intermediary as a service
proxy, providing the capability of intercepting messages
and extracting data for monitoring purposes. Besides, a
central intermediary for message dispatching also
makes it easier for service management. Here, we use
SOAP/HTTP as the transfer protocol.
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Fig.1 Service invocations

2.1 WS-proxy features

To some extent, WS-proxy is a combination of
web service router and gateway with the capacity of
extracting and analyzing message content which is in
XML format. It provides the following features:

e Service mapping WS-proxy maintains the serv-
ice mapping between the existing web services and the
virtual services offered by WS-proxy to others. An ex-
ternal service can be imported and made available as a
virtual internal service to government systems. Like-
wise, an internal service provided by the government
system can be exported as a virtual service for outside
consumption. The virtual services do not exist physical-
ly, and WS-proxy just acts as a service proxy for both
sides who will use WS-proxy as the service end-point
by invoking virtual services.

e Message routing WS-proxy can dispatch service
requests/responses to which the real service is physi-
cally deployed, since both internal government systems
and external customers invoke needed web services
through WS-proxy. When receiving a SOAP message,
it checks the SOAP header or HTTP header for target
URI, and forwards the message to target servers accord-
ing to the real service URI obtained from the service
mapping table.

e Data extracting Our purpose is to extract data
from messages for generating performance indicators.
WS-proxy uses an XPath engine to process the incom-
ing messages and extracts target XML elements accord-
ing to the monitoring plan that specifies the target
XML elements and their locations in the messages.

Compared with solutions in Refs. [3, 5], WS-
proxy does not need to embed any collecting mecha-
nism into the business process. It just monitors the en-
actment of web services and the monitoring work is
transparent to both the internal and the external sides.
2.2 Framework and implementation

Fig. 2 shows the detailed framework of WS-
proxy. WS-proxy relays messages sent between the

business process and external services, and extracts tar-
get XML elements from these messages. WS-proxy is
composed of four functional components that work to-
gether to carry out the service mapping, message rou-
ting and data collecting work.

WSDL

description

Local registry

Service
mapping

WSDL analyzer

Element list

Monitoring plan

External (

1 Service proxy
services

) Business
process

U
XML elements
Fig.2 WS-proxy framework

e Local registry This component maintains a
service mapping table. When a new web service is im-
ported, it generates a new virtual service, and adds a
new entry to the table indicating the mapping between
the existing web service and the virtual service. Both
services have the same portType except the service ad-
dress specified in (soap: address location = “URI”).
All virtual services will have the WS-proxy’ s address
as the service URL, so all service requests will be di-
rected to WS-proxy. To maintain that service interface
information, a UDDI component is also incorporated to
store all WSDL documents of the existing services and
virtual services.

e WSDL analyzer
plan, the user should know what kind of data can be

Before making a monitoring

extracted from which service messages. The WSDL an-
alyzer is used to parse the WSDL documents and find
out what XML elements will be contained in which
web service operations. From this component, users can
get a list of XML elements indexed by a service URI.

e Monitoring plan The monitoring plan is a list of
web service operation names along with target ele-
ments. From the XML element list acquired from the
WSDL analyzer, users can add operations and target el-
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ements that will used for generating performance indi-
cators to the monitoring plan. According to the monito-
ring plan, WS-proxy knows which messages should be
checked and which elements should be extracted.

e Service proxy Service proxy is the key compo-
nent of WS-proxy that takes on the work of message
dispatching and inspecting. When a message arrives,
service proxy first checks the monitoring plan. If the
service operation indicated in the message is on the
monitoring plan, service proxy will then further parse
the incoming message for target elements, and store the
extracted elements in a database. After that, the service
proxy sends the message to the real service providers
whose URI can be acquired from the service mapping
table.

Since all messages are processed in this compo-
nent, performance issues are particularly important. To
avoid message congestion and high latency, we imple-
ment an optimized streaming XPath engine named WS-
filter based on YFilter for extracting target elements.
All target elements’ XPath are organized in a deter-
ministic finite automaton (DFA), and evaluated simul-
taneously when parsing the incoming message. Since
from the WSDL document, we can know all elements’
exact locations described by XPath, we add stop infor-
mation generated from WSDL documents to the YFil-
ter’ s algorithm to reduce unnecessary processing time.

Fig. 3 shows our implementation of the service
proxy. We use axis (http: //ws. apache. org/axis/) for
sending and receiving service requests/responses. The
service URI and operation names can be extracted by
the WS-filter, and the dispatcher is for relaying messa-
ges. If the dispatcher finds that the message is on the
monitoring plan, it will send a copy of the message
back to the WS-filter to extract target elements.

AXIS server

Message M

Dispatcher M WS-filter ,4_0
I

Y

Target elements

Fig.3 Service proxy

2.3 Performance monitoring

Using the extracted elements to construct perform-
ance indicators for assessing business performance is
the purpose of our work. In the following, we use an
example to present the process of business performance
monitoring using WS-proxy. Assume that an organiza-
tion provides a business process for customers reques-

ting loans' . The process is shown in Fig. 4. If the re-
quested loan amount is high (e. g. =1 000), the re-
quest is always sent to the loan approver for review. If
the amount is low, a web service, called loan assessor,
is invoked to determine the risk. If the assessor deter-
mines there is low risk giving the applicant the loan,
then it can be approved. Otherwise, the request is sent
to the loan approver for a full review.

ety i) s
assessor approver

Fig.4 Loan approval process

Assume that the organization intends to use the
average processing time and the amount of a loan with
high risk as performance indicators to evaluate this
business process. The formula for calculating the per-
formance in the i-th month is as follows:

_ Loan(i) —Loan’

. Time(i) — Time'
P(i) = SD(Loan)

X60% == 3D(Time)

x40%
(D

where Loan(i) is the amount of a loan with high risk
in the i-th month; Loan’ is the average of Loan(j),j =
1,2, ...,1; Time(i) is the average processing time in
the i-th month; Time' is the average of Time(j),j=1,
2,...,0; SD() is the standard deviation function. The
processing time can be recorded by WS-proxy automat-
ically. To acquire the amount of a loan with high risk,
WS-proxy needs to extract the “amount” element con-
tained in the “approve” operation of the request mes-
sage, which is shown as follows:

(soapenv: Envelope...)
(soapenv: Body )
(approve...)
(name xsi: type = "xsd: string" ) J. Cole(/name )
(amount xsi: type = "xsd: integer" )2000(/amount )
(/approve)
(/soapenv: Body )

(/soapenv: Envelope )
Therefore, the “approve” operation and “amount” ele-
ment are on the monitoring plan. Each time when the
loan approver is invoked, the request message will be
checked and the content of the “amount” element will
be extracted. By applying formula (1), the business
performance P(i) can be calculated.

3 Experiments

In this section, we evaluate the feasibility and per-
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formance of WS-proxy. WS-proxy is deployed on a PC
with Intel PM CPU (1.86 GHz) and 1 GB memory,
and another two PCs with AMD Athlon CPU (1. 67
GHz) and 1 GB memory act as client and web service
server respectively. These three PCs all reside in the
same 100 M Ethernet LAN.
3.1 Latency
First of all, we measure the latency introduced by

WS-proxy, and the result is shown in Fig. 5. We use Ja-
va threads to simulate clients. With the number of
threads increasing from 1 to 100, the WS-proxy pro-
cessing time for a message (denoted as W) increases
from 141 to 6 886 ms, which is nearly 30% of the over-
all latency (denoted as C) when the client number is
100. By deploying a more powerful server, this percent-
age can be maintained at around 15%. It can also be
concluded that WS-proxy is not the major factor affect-
ing the performance although it indeed brings in some
latency.
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Fig.5 Latency

3.2 Composition of processing time

The composition of WS-proxy processing time is
also studied. Compared with the overall processing
time, the time for checking the service mapping and the
monitoring plan can be totally ignored. Those times
are approximately 0 and 60 ms, respectively when
there are 100 clients. From Fig. 6, we can see that ex-
tracting target elements (denoted as E) consumes less
than one third of the processing time, which is about 2
s/message when there are 100 clients. WS-proxy is ef-
fective in processing web service messages. Here, O re-
presents other processing time introduced by the axis
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Fig.6 Composition of processing time

server internally.
3.3 Performance of extracting algorithm

This experiment is designed to examine purely the
WS-filter’ s performance, so we run the algorithm inde-
pendently for processing locally pre-stored messages.
As shown in Fig. 7, the processing time of a message
just increases by about 6% when the number of target
elements increases by 880% , which shows that the WS-
filter is very efficient when there are multiple target el-
ements, and the latency introduced by extracting target
elements is mainly caused by other factors such as net-
work latency and axis processing load.
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Fig.7 Performance of WS-filter

4 Conclusion

This paper describes an approach to monitor busi-
ness performance using WS-proxy that provides service
mapping, message routing and data extracting features.
WS-proxy provides a single point of service access for
government systems and external customers, while in-
corporating the function of message monitoring for as-
sessing business performance. We discuss the detailed
design of WS-proxy and how it can be applied. Final-
ly, experiments are conducted for verifying the feasibil-
ity of our solution and WS-proxy achieves good per-
formance.
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