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Abstract: To work out a solution for answering the question when it is suitable for emergency response

strategies to be executed, an emergency algorithm for enhanced survivability of a key service is presented. First,

based on the central limit theorem and the hypothesis testing theory, the confidence interval of each key

service’ s history average service response time in the host server and the spare server can be figured out,

respectively. This can also be updated dynamically by a proposed method using the method of time slide

window. Then, according to the five kinds of distributed situations of the current service response time’ s

confidence interval in the host server and the spare server, the proposed algorithm can dynamically choose the

appropriate emergency policies such as resource reconfiguration, service degradation or service drifting, etc. in

right time. Thus, the key service request can be finished within its expected deadline by users as far as

possible. Furthermore, the whole process of dynamic configuration is transparent to users. Finally, simulation

tests are performed to prove the feasibility.
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At present, survivability has been a new research
direction in network security technology. The defini-
tions of survivability have been introduced by previous
21 'who define survivability as the capabil-
ity of a system to fulfill its mission, in a timely man-
ner, in the presence of attacks, failures, or accidents.

researchers

There are currently two primary angles in the reali-
zation technology of enhanced survivability. One is the
redesign angle, whose research results are mainly mani-
fested in software engineering methods"”™ . Such designs
lack the actual applications, and their costs are extremely
high. So they only rely on a theory groping stage. Anoth-
er is the structure optimized angle, whose research results
are mainly manifested in the optimized structure of inva-
sion tolerance systems'®”'. By combining fault-tolerant,
tolerant invasion and reliability technology to the exist-
ing system, the system reconfiguration ability or redun-
dancy ability can be enhanced for the enhancement of
system survivability. Such method costs are lower and
the feasibility is good.

1 Algorithm Representation

1.1 Correlative definitions
Definition 1 The provided services are a set of
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2-tuple S = {Sgg, Sns ) Where Sgg ={S,, S,, ..
the set of key services, Syg ={S,.1> Syizs -
the set of non-key services.

The goal of enhancing key service survivability is
to ensure that a service in Sg¢ can continually fulfill its
mission, in a timely manner, in the presence of attacks,
failures, or accidents.

Definition 2 For VS, e S.g, let S, = {(q,, 1),
(g, t)),....{(q]. 1)}, where ¢} denotes service grade,
and g} <q; <...<q., t represents the service response
time, and #, = {#/(1), £(2), ..., i(k) }, in which £ (m)

e[£(m), t}(m)] denotes the confidence interval of re-

sponse time for providing ¢, grade’ s S, service in the
P, server.

Definition 3 Suppose that the number of servers
is k,let Q={P,, P,, ..., P, } be the set of the servers,
where P, = (A,, C,), A, = {A}, A?, Af-’} denotes h

k
key services provided by the P, server, and ZA,- =
i=1

Sgs »namely, 38, € Sy, P A, =P,. A; C, denotes the
load parameter of the P, server.

Definition 4 The mapping table of key service
requests is a set of §. Since Y 6, € 6, 6, is a set of 7-tup-
le, namely, 6, =(S,,d, 1, p,, t,, Py, t,) » Where S,, d and 7
denote the id number of service, service grade and re-
quested service deadline, respectively; p, and p, de-
note id numbers of the host server and the spare serv-
er, respectively; ¢, denotes the execution time of S,
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service in the host server p,, #, denotes the running
time of S, service in the spare server p,, the values of ¢,
and 17, are zero at starting, which can be modified every
one unit of time.

Lemma 1 Any key service request 6, can still
continue to be run and finished on time even when it
has failed in a server, iff the service requested by 6, ex-
ists in different servers, and the sum of service response
times is smaller than @,. 7. The formalized description is
V6,€0,6, p,#6,.p,, and 6,.t, +0,. 1, <6,. 1.
1.2 Interval estimation of service response time

The central limit theorem thinks that the distribu-
tion of the sample mean value approaches a normal
distribution regardless of the distribution type of the
statistical total, and the mean value of the normal dis-
tribution is equal to the mean value of the total distri-
bution; the variance of normal distribution is equal to
the variance of the total distribution dividing the size of
sample. Therefore, the response time of one key service
request can be estimated according to the mean re-
sponse time T, ,, of the statistical total. The expression
is

T,,, =2l (1)

“n+l

n+l

where 7,,, =T, +1¢

n n+12

T, denotes the accumulation
sum of the sample mean response times in n time units
(T, =0),1¢
+1 time unit.

.+ 15 the sample mean response time in the n

For n +1 data, the unbiased estimate between the
standard difference of the sample and that of the statis-
tical total is

n+l

e D R
Su =\/n[;<t,- -7, = p
(2)
The standard variance of the sample mean value
whose value is Sy = S,//n can construct a confidence
interval for the total mean value. Therefore, the confi-
dence interval of the total sample mean value y can be
constructed as

T, S o <T S (3)
T ESsusL, +2
n n

where z is a quartile of the standard normal distribu-

tion. If the service response time of the key service ac-
cords with Eq. (3), it shows that the current service be-
havior is normal, or that it is abnormal.
1.3 Confidence interval’s real-time update

For VS, e Sgg, the network system maintains a

history sliding window, whose duration is n time units.

The sliding window model is a two-tuple (7}, n;),
where n,; denotes the requested number of §; services in
the i-th time unit, 7, denotes the response time’ s sum
of n, service requests in the i-th time unit. We thus ob-
tain the accumulation sum of the history window: sT,

= z T, sn, = z n; . The head index points to the
i=1 i=1

head of the queue; the tail index points to the tail of
the queue. After a new time unit passes, the accumula-
tive renewal is shown as
STy 8Ty, = Theaa + Thead+n} (4)
Sy <S8y = Pyegq + Mheag 40
Simultaneously, head «—head + 1, tail «—tail + 1,
thus the new mean value and the standard variance can

be obtained as

7 sT,, 1 o T, _ 2

T = — = —— 71 —

sT, sy’ 58y, \/snh _1[ 2 (”,- STh) ]
(5)

It is necessary to explain that if the current response

time of a service request is not in its confidence inter-
val, the data in the history window will not be upda-
ted.

2 Realization of Emergency Algorithm

For V 0,, we assume that it has taken ¢, time to

execute the §; service in p,, but the S; service has not
yet been finished, and its service response time confi-
dence interval is [«, 8] and [«', 8], respectively, in the
host server p, and the spare server p,. According to the
distribution of [, 8] and [# -8, 7 - a'], we may di-
vide two cases as follows.

Case 1 As shown in Fig. 1, if f, <, then the S,
service continues running to B; if B<rt, <7 - o/, then
the S, service will deprive the resources owned by other
non-key services, and then continues running to 7 — ';
if ,=7- o/, then all the processes correlated to the S,
service in p, will be stopped, and the resources owned
by S, will be released to the system; if the S, service is
finished in [7-8', 7 - «'], then the corresponding serv-
ice in the spare server p, will be stopped at once, and
the owned resources will also be released to the net-
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(a) L _ Eoesmmsemems ([T _e_gr.
0 @ B i-p i-a 1]
: Degraded
s
|
| Dot

Fig.1 [Interval distribution of case 1. (a) B<7-g';(b) a<
1-p'sp;(c) i-pB'<a &&p<i-ad
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work system.

Case 2 As shown in Fig. 2, if ¢, <@, then the S,
service continues running to B; if B<rt, <7, then the S,
service will deprive the resources owned by other non-
key services, and then continues running to 7; if the S,
service is finished in [7 - 8', 7 — '], then the corre-
sponding service in the spare server p, will be stopped
at once, and the owned resources will also be released
to the system.

Degraded
a t—a B i t
L Pa
(v) MMM 271 Degraded
0 -4 t-ad «a B 1 t

Fig.2 Interval distribution of case 2. (a) 1 -8 <a<i-o';

(b) t-a'<a

Steps of the algorithm are as follows:

Input: V 6; € 6, the service response time confidential interval of 6;.
S;is [a,B] and [o', B'] in the host server p, and the spare server p,, re-
spectively.

Output: Success or fail.

Step 1 While (6;. S; has not been finished) {

if (S; has not been finished in 7 —3’) then
S; in py can be active to continue to run from a recent check-
point;
it (1-'=p) l(asi-B'<P) (1-B'<a &&B <7-a') then
apply the strategies of case 1 to configure;
if (- <a<t-a') ||[(f-a' <a) then
apply the strategies of case 2 to configure;
if (S; has not been finished in p, and p,, in 7) then
if (0,. d=0) then
{0,.d=0;.d-1;//S, need to be degraded.
according to the current server load parameters C;, choose a
new p, and p, again;
let 6,. t, and 6,. t, be zero, the value of 6.  can be obtained
through consulting with user;
jumps to step 1; }
else
return fail; }
Step 2 Delete the 6, item in the mapping table;

Step 3 Return success.

3 Simulation

By virtue of C language simulation, we used the
gprof procedure in Linux to analyze the finished rate of
the HTTP key service request. We compared the fin-
ished rates of the proposed algorithm (EA) with that of
the polling algorithm (PA).

In Fig. 3, when the network load is smaller ( <
0.6), the key service’ s finished rate of the PA algo-
rithm (PA-KS) nearly approaches 1, but when the net-
work load is higher ( =0.7) and the resources which
are necessary for the completion of key service are in-
sufficient, the key service’ s finished rate of the PA al-
gorithm proportionally drops. However, in the same

conditions, the key service’ s finished rate of the EA al-
gorithm ( EA-KS) is relatively better even when the
network load is higher causing it to drop a little, which
effectively realizes the guarantee of key service surviv-
ability, but the introduced mechanisms also increase the
failure rate of non-key services. When the network load
is between 0. 55 and 0. 75, the resource deprivation fre-
quently occurs, which causes the non-key service’ s
failure rate of the EA algorithm (EA-NKS) to be rela-
tively higher than that of the PA algorithm ( PA-
NKS) ; but when the network load is between 0. 75 and
0. 90, the incremental non-key service’ s failure rate of
the EA algorithm is lower than that of the PA, which is
related to the way of the pre-choosing server based on
the current network load.
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Fig.3 The finished rate of key services

4 Conclusion

The proposed algorithm works out a solution for
answering the question when it is suitable for emergen-
cy response strategies to be executed. This has not
been fully considered by the existing literatures. Conse-
quently, it provides an important priori-foundation for
the next step of research in emergency response tech-
nology based on survivability strategy. But the presup-
position of the proposed algorithm is a bit rigorous, and
the introduction of deprivation mechanisms should also
consider a certain limitation, otherwise, it may cause
additional expense and network instability.
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