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Abstract: To cope with the problem of low protocol efficiency of the standard ad hoc on-demand distance

vector (AODV) routing protocol with the periodic Hello message broadcast mechanism, a new link availability

prediction based strategy is introduced to reduce the amount of Hello messages. In this strategy, a novel wireless

link availability prediction model under line-of-sight (LOS) propagation environments is proposed based on

which the parameter of Hello Interval in AODV can be dynamically adjusted to achieve the goal of changing the

frequency of Hello message broadcasts under different link stability degrees. Simulation results demonstrate that,

compared with the standard AODV with the periodic Hello message broadcast mechanism, the proposed

protocol effectively reduces unnecessary control message overhead and greatly improves the performance in

terms of end-to-end delay and efficiency.
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In MANETs without centralized infrastructures,
mobile nodes communicate with each other over multi-
hop wireless links if they are out of wireless transmis-
sion range. It means that each node should commit it-
self to forward data packets from a neighboring node to
another until a final destination is reached. Although
this new approach of networking brings a great flexibil-
ity to the world of wireless communications, it imposes
some strong requirements with regard to the routing
functionality because of the wireless connectivity na-
ture of MANETS, such as a high degree of mobility,
absence of a centralized administration and limited re-
sources. Macker et al. gave some basic rules in desig-
ning ad hoc routing protocols'"’, among which protocol
efficiency is considered as an important issue. The pro-
tocol should have low control message overhead in or-
der to preserve limited bandwidth and power resources
by minimizing route setup and maintenance messages.

As one of the most popular routing protocols for
MANETSs, the ad hoc on-demand distance vector
(AODV) ' has been extensively studied since it was
first proposed by Perkins. To our knowledge, however,
few works which address how to reduce the control
message overhead in AODV have been published. In
this paper, a novel method is proposed to reduce the
amount of control overhead by dynamically updating
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the environment parameters of Hello Interval.
1 Introduction of AODV

In AODV, when a source node wishes to send a
packet to a destination node for which it has no routing
information in its table, it initiates a route discovery
process to locate its interlocutor node by broadcasting a
route request (RREQ) packet. On receiving a RREQ
packet, each node first creates or updates a reverse
route for itself back to the source node, and if it is nei-
ther the destination nor has a fresh enough route to the
destination, it rebroadcasts the packet. Otherwise, a
route reply (RREP) packet is generated and unicasted
back to the source node along the reverse route. When
the RREP finally reaches the source node, the
discovery period is terminated and the newly estab-
lished route can now be used to send the data packets
waiting on the buffer.

Once a route toward a particular destination is
created, each node along the particular path should use
some available link or network layer mechanism to per-
form route maintenance. In AODV, route maintenance
is usually performed by requiring nodes to send period-
ic Hello update messages, usually one per second. Fail-
ure of a node to receive two consecutive Hello messa-
ges assumes that the link to its neighbor is down. Sub-
sequently, a route error (RERR) message is initiated to
notify the earlier nodes down the path of such a break-
age, and the corresponding entries in the routing table
of affected nodes will be invalidated.
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2 Improvement for Standard AODV

AODYV is an on-demand dynamic routing proto-
col, which means route enquiries are initiated on an on-
demand basis and a node only creates and maintains
routes that it really needs. This on-demand approach
potentially leads to an increase in traffic exchange de-
lay. To cope with this, AODV introduces a local con-
nectivity management mechanism, namely periodic
Hello message broadcasts to collect information of to-
pology changes in a timely fashion. Although this
mechanism helps the protocol to react quickly to chan-
ges in routes, it has negative affects on network con-
gestion and battery lifetime because it inevitably in-
creases the routing load of the network.

How to reduce the amount of Hello messages is
an interesting issue. An AODV improvement protocol
with the Hello message mechanism is presented in
which the function of the Hello message is expanded to
all the transmission procedures of data service and
management information'”'. In other words, any trans-
mission procedure of packets including RREQ, RREP,
RERR and data packets, can be regarded as an adver-
tisement of the presence of the transmitting node. Intui-
tively, this improvement can greatly reduce the amount
of Hello messages in scenarios with heavy traffic load,
because, in this case, a great amount of data packets
act as the role of Hello messages, and a Hello message
is needed only when the interval period between two
packets is longer than the preconfigured Hello Interval.
However, in scenarios with light traffic load, there are
still a large number of periodic Hello messages genera-
ted to perform connectivity management.

2.1 Concept of dynamically adjusting Hello Inter-
val

As described above, AODV introduces a periodic
Hello message broadcast mechanism to perform local
connectivity management. In fact, the essence of this
mechanism is to maintain a local connectivity map
which is periodically updated to monitor the actual
state of wireless links between a node and all its neigh-
bors. Fig. 1 shows two typical local connectivity maps
of node /. It is obvious that in the left map, neighboring
nodes far away from / are more likely to move out of
the radio coverage range, while in the right one, be-
cause those neighbors are very close to [, the corre-
sponding links may remain available for relatively long
periods. So it can be concluded that the right local con-
nectivity map is stabler than the left one. Therefore,
when the local connectivity map of node / is in a rela-

tively stable state, Hello messages should be broadcas-
ted with relatively long intervals. Otherwise, node [
should broadcast Hello messages with relatively short
intervals so as to react rapidly to possible link breaka-
ges. If we introduce the concept of dynamically adjus-
ting Hello Interval according to the current distribution
state of the network to each node, the amount of Hello
messages is expected to be further reduced because un-
necessary Hello messages are avoided when the local
connectivity map of the considered node is in a stable

state.
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Fig.1 Local connectivity maps of /

2.2 Prediction of lifetime period of wireless links

In order to implement this concept in AODV, a
link availability prediction model should be used to
predict the lifetime period of wireless links based on
which Hello interval can be dynamically updated. In re-
cent years, with the rapid development of global posi-
tioning system ( GPS) technology, designing routing
protocols for MANETs with the aid of GPS has be-
come a hot research topic. Similarly, we can also use
the position information provided by GPS to predict the
lifetime period of wireless links.

For simplicity of analysis, here we assume a line-
of-sight (LOS) propagation model in which the path
loss of signal transmission is determined by

L =Ly +(y, +vy,)d, L =32.44 +20lgd +20lgf
(D
where L, is the path loss in free-space propagation'*’; d
is the transmission range; f is the central wavelength of
the signal;y, and vy, are the absorption coefficients of
oxygen and water vapor, respectively. Once a packet is
received, the distance between the sender and the re-
ceiver, and the path loss can be easily calculated ac-
cording to the location information included in the
packet and its received radio signal strength. Then we
can determine the value of vy, + v, according to Eq.
(1). Note that since y, and vy,, are usually regarded as
constant values in a given LOS environment, y, + vy,
only needs to be calculated once. Then for given trans-
mission power P, and receiving power threshold P,

the effective radio transmission range d is given by
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201gd + (y, +7v,)d =P, — P, —20lgf -32.44 (2)

From Eq. (2), we find that the path loss solely de-
pends on the distance to the transmitter in an LOS en-
vironment. If the distance between two nodes is no
more than the effective radio transmission range, we
can say that the corresponding wireless link is availa-
ble. Now we consider a simple scenario with two mov-
ing nodes, A and B, as illustrated in Fig. 2. With the
help of GPS, both the nodes can acquire their position
information of location, moving speed and direction pe-
riodically. Then the lifetime period of the link between
A and B is given by"”

—(ab +cd) +

(a* +c*) R - (ad - bc)?
a +b

Ti(B,A) =

(3)
where a = v;cos, — v;cosf,, b = x; - x;, ¢ = v;sinf; —
vjsinaj, d=y, - Vi and R is the effective radio transmis-

sion range determined by Eq. (2).
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Fig.2 Link lifetime period prediction

2.3 Link availability prediction based AODV

For a considered node, if the Hello Interval is se-
lected according to Eq. (3), it is sure that the corre-
sponding wireless link between the two nodes will not
break due to node movements. Nevertheless, the inter-
val between two Hello messages should not be very
long. Otherwise, the protocol cannot respond quickly
in the case of node power off or its moving into the
coverage of unknown nodes. So the lifetime period of
the wireless link between two nodes can be selected ac-
cording to the following subsection function:

1 T,(ij) <1
T.(i,)) ={T(i,)) I<Ti(i,) <T, (4
T, Ti(i,j) >T,

where T, is the upper limit of the Hello message
broadcast interval. Intuitively, the period of the Hello
message broadcast is mainly determined by the link
with the shortest lifetime period. So, we propose a sim-
ple model to determine the Hello Interval for a consid-
ered node i:

T,(i) =min{T, (i,j)}  jeN, &)

where N, is the neighbor set of node i.

In order to implement the link availability predic-
tion based Hello message mechanism in AODV, some
modifications must be added to the standard AODV
routing protocol. The pseudo-code of modifications to
standard AODV routing protocol is illustrated as fol-
lows:

Hello Interval initialization in current node i:

{Set the Hello timer 7} (i) to expire after current time plus 7}, to
schedule the first Hello broadcast event}

Wait until an event interrupt occurs:

if (EVENT _ INTRPT _ TYPE = =HELLO _ TIMER _ EXPIRE)

{ Schedule another Hello broadcast event by resetting 7, (i) to expire
after current time plus Ty, }

elseif ( EVENT _ INTRPT_ TYPE = = PK_ ARVL _ FROM _
MAC)/ = A packet arrives from MAC layer. */

{Get the position information of neighboring node j from the re-
ceived packet;

Calculate T (i, j)—the lifetime period of the link between i and the
neighbor j according to Eq. (4);

/ % Resetting T}, (i) timer to T} (i, ) if the latter is less than the pe-
riod of current 7}, (i) timer expires. */

it (T,.(ij) <Ty(i))

Th(i) = TL(iaj);

Func. Packet _ Process (PK _ ARVL _ FROM _ MAC);/ % Process-

ing the packet received »* /

}

elseif (EVENT _ INTRPT _ TYPE = = PK_ ARVL _ FROM _ AP-
PL)/ % A packet arrives from MAC layer. */

{Func. Packet _ Process (PK _ ARVL _ FROM _ APPL);

Schedule another Hello broadcast event by resetting 7}, (i) to expire
after current time plus Ty, }

else return;

3 Simulation Model and Results

In this section, a series of simulation experiments
in an OPNET'® network simulator are conducted to
perform an evaluation analysis on the performance abil-
ity of AODV with the three discussed mechanisms,
namely periodic Hello message based ( SAODV), the
function expanded Hello message based (EAODV),
and the link availability prediction based (PAODV).
3.1 Simulated network scenario and model

All simulations are conducted for 50 s of simula-
tion time in a network scenario with 30 nodes uniform-
ly distributed in an area of 1 500 m x 1 500 m. Each
node moves within the area, with a random direction
and a random velocity uniformly distributed between O
and a maximum value of 10 m/s. And for simplicity,
the parameter T, is set to 4 s in our simulations.

As the IEEE 802. 11 standard is widely used in
test beds and simulation platforms, the distributed coor-
dination function (DCF) of IEEE 802. 11 is used as the
MAC layer protocol in our simulations. The PHY mod-
el is modeled as a shared-media radio with a rate of 1
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Mbit/s and a radio transmission range of 300 m. Final-
ly, the background traffic is modeled by 30 source
nodes generating packets with inter-arrival times uni-
formly distributed between 0 and a maximum value of
8.0 s, and the packet size is 256 bytes.

Two important performance metrics, namely aver-
age end-to-end delay (latency) and normalized routing
protocol efficiency are chosen to assess the improved
AODV protocol. Latency includes all possible delays
introduced when sending a packet from the source to
the destination. While normalized routing protocol effi-
ciency is defined as the amount of data traffic genera-
ted (in bits) per total traffic delivered (in bits), inclu-
ding data traffic and control traffic messages (RREQ,
RREP, RERR and Hello).

3.2 Simulation results and technical analysis

This subsection presents the simulation results and
analysis of the relative performance of AODV with the
three mechanisms discussed above.

Fig. 3 shows the relative latency performance of
the three different versions of AODV. From this figure,
we can see that PAODV gives the best latency per-
formance, followed by EAODV and SAODV. It is be-
cause PAODV further reduces routing overhead and
performs the local connectivity management in a more
efficient way, compared to its counterparts.
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Fig.3 Variation in average end-to-end delay

Fig.4 shows the variation in the normalized rou-
ting protocol efficiency of AODV with the three differ-
ent mechanisms, respectively. We observe that, PAODV
has the best protocol efficiency performance, while
SAODV has the worst, followed by EAODV. It can be
explained by the fact that the periodic Hello message
broadcast in SAODV considerably increases the routing
load in the network, and thus severely degrades the
protocol efficiency. EAODV expands the function of
the Hello message to all the transmission procedures of
data service and management information, so the rou-
ting load is greatly decreased. In PAODV, a link avail-
ability prediction algorithm is added to AODV to pre-
dict the lifetime period of a wireless link based on

which a Hello period can be dynamically selected, so
the routing load is further decreased, thus resulting in
higher protocol efficiency.
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Fig.4 Variation in normalized protocol efficiency

Fig. 5 shows the variation of protocol efficiency
performance of AODV with three different mechanisms
when the average packet generating interval ranges
from 0.25 to 4. 0 s. We find that when the packet gen-
erating interval is large, which means low data packet
generating rate, EAODV gives a slightly better routing
efficiency performance than SAODV. It is because, in
this case, only a few data packets are generated to act
in the role of Hello messages. When the packet inter-
time is small, which means a high data packet genera-
ting rate, EAODV and PAODV give an almost similar
performance in terms of protocol efficiency. It is be-
cause frequent data packet transmission procedures lead
to a large number of Hello messages being reduced,
and the link availability prediction mechanism can
hardly further reduce the Hello messages.
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4 Conclusion and Future Work

In this paper, we present a novel wireless link a-
vailability prediction algorithm based on which Hello
Interval can be dynamically adjusted to further reduce
unnecessary Hello messages in AODV. It is noted that
this algorithm is proposed under an LOS propagation
environment, while in a typical wireless environment
where the transmitted signal over the wireless channel
is subject to multi-path fading, signal attenuation can
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be modeled as a stochastic process, which determines
the complexity of link availability prediction. At pres-
ent, how to predict the life-time of a wireless link un-
der such a realistic environment is still a very difficult
problem, and has not been well addressed. However,
our work figures out a novel way to improve the effi-
ciency of routing protocols for MANETSs. How to pro-
vide a simple, efficient and economic way to make pre-
diction in the context of typical wireless channels is
still a challenge, and should be deeply studied in the
future.
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