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Li Zhijia

Zhou Yi

Ma Zhenkun

(College of Hydrology and Water Resources, Hohai University, Nanjing 210098, China)

Abstract: Based on analyzing the limitations of the commonly
used back-propagation neural network (BPNN), a wavelet neural
network (WNN) is adopted as the nonlinear river channel flood
forecasting method replacing the BPNN. The WNN has the
characteristics of fast convergence and improved capability of
nonlinear approximation. For the purpose of adapting the time-
varying characteristics of flood routing, the WNN is coupled with
an AR real-time correction model. The AR model is utilized to
calculate the forecast error. The coefficients of the AR real-time
correction model are dynamically updated by an adaptive fading
factor recursive least square( RLS) method. The application of the
flood forecasting method in the cross section of Xijiang River at
Gaoyao shows its effectiveness.
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iver flood forecasting is a complicated nonlinear prob-

lem. Traditionally, river flood forecasting has been
mainly handled by hydrodynamic methods. These methods
utilize Saint-Venant equations to describe the movement
characteristics of flood waves. However, the difficulty in ob-
taining accurate channel topography data restricts the pratical
application of the methods'".

In recent years, artificial neural networks ( ANN) are in-
creasingly utilized in the field of river flood forecasting, and
the results are satisfactory. The ANN is a kind of input-out-
put or “black-box” model. The attention of the ANN is con-
centrated on identifying the relationship between the input
and the output of a system without trying to describe the in-
ternal mechanism of the system. For river channel flood
forecasting, a back-propagation neural network ( BPNN) is
the most widely used ANN model. BPNN is a sort of feed-
forward neural network( FNN). BP is the learning algorithm
of a BPNN. So far, most BPNNs used in the field of flood
forecasting are of a three-layer structure: one input layer, one
hidden layer and one output layer. It has been proved that a
BPNN with just one hidden layer can approximate an arbi-
trary nonlinearity'” . Nevertheless, the learning problems of
slowness in convergence and a tendency to fall into local
minimums hinder the practical operation of BPNNs"™ . For
the purpose of overcoming those defects of the BPNN, a
wavelet neural network( WNN) is adopted in this paper. The
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WNN uses the nonlinear wavelet basis function as the trans-
fer function of hidden nodes instead of common sigmoid
functions. The wavelet transform has the advantage of time-
frequency localization capacity, and the BPNN has the pow-
erful ability of self-learning. The combination of the two
mathematical methods forms an outstanding tool for nonlin-
ear approximation'””' . The contrast between the WNN and
the BPNN in this paper on learning progress demonstrates
the superiority of WNNs in convergence rate and learning
accuracy.

Despite the improvements of the WNN to the BPNN, the
WNN only implements a static mapping. That is, it is still
restricted to time-invariant problems. However, river chan-
nel flood routing is a highly complicated time-varying prob-
lem influenced by many random factors. In order to improve
the practical forecast effects, a combination of the AR model
and the adaptive fading factor RLS method is utilized to pre-
dict the forecast errors of the WNN. The revised forecast
value is the sum of the output of the WNN and the forecast
error. The proposed method is applied in the cross section of
Xijiang River at Gaoyao. In comparison with the BPNN and
the single WNN, this method shows the improved forecast
accuracy, and it is effective in practice.

1 WNN Used in River Flood Forecasting
1.1 Basic theory of WNN

A square integrable function ¢ (t) e L’ (R) is called a
“mother wavelet” if it satisfies the following condition:

[lwco Par < = (1)

which ensures that () has finite energy, and
o= [ i P lol oo <= 2)

where R" denotes the set of nonzero real numbers and ¢( w)
is the Fourier transform of (). Eq. (2)1is referred to as the
admissibility condition.

From Eq. (1) and Eq. (2) we can see that () is an os-
cillating, damped function. The mother wavelet ¢ () is a
prototype for generating the other wavelet basis functions.
They can be expressed as

{tﬁa.b(t) NOE \a\‘i/f(t‘b)} acR’,beR (3)

a

where a and b are the scale and translation parameters, re-

spectively; |a| " is the normalization factor.
The continuous wavelet transform of a time function f{( 7)
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e L*(R) is defined as

Wiab) = () = Lol [0a("=2)ar )

where W,(a, b) denotes the wavelet coefficient; ( )is the in-
ner product; i (%) is the complex conjugation of
t-b
)
According to the Parseval identity, the inversion formula
of Eq. (4) is

()

fn) = )‘9‘;‘”’

Ll (2

which means that the function f(¢) can be reconstructed.

On the basis of Eq. (5), a certain function f(x,, x,, ...,
x,,) € L’(R") can be approximated by a family of locally
supported wavelet basis functions:

N iwijxi —bj
w0 = Fow [ ]

j

Fx,x,, .. +f (6)
wheref(x,,xz,
w, are the weight coefficients,
wavelet basis functions, and f is introduced to treat the non-
zero mean function since the wavelet function has zero mean
value'® .

In fact, Eq. (6) represents the decomposition form of
fix,,x,,...,x,); namely, f(x,, x,, ..., x,,) can be ap-
proached by the weighted sum of a series of wavelet basis
functions. This equation can be realized by a special three-
layer FNN: the WNN. Fig. 1 gives the structure of the
WNN, where C, is the threshold of the output layer’s node.

x,,) is the approximated function, w; and
N denotes the number of

Fig.1 Structure of the WNN

The structure of the WNN is similar to that of the radical
basis function( RBF) network. It is better than the RBF be-
cause the newly introduced parameters, translation and scale
factors, are adaptively rectified according to the local char-
acteristics of the input signal in the training process of the
WNN while the center and width parameters of the RBF are
mainly selected by experience. So the WNN have more de-
grees of freedom and the enhanced ability of function ap-
proaching'”!

1.2 Practical structure and learning algorithm of the
WNN

The water level of a cross section can be considered as the

output of a nonlinear multi-input, single-output system'”

h(t) =FLh(t=1), ..., h(t=n,), h(D), ...,
h(t=ny), hy(t), ... hy(t—ny)] (7)

where h(?) is the water level of a certain cross section; h (¢
-i)(i=0,1,...,n,) and h,(t-j)(j=0,1, ..., n,) are the
water level of the upstream cross section and downstream
cross section; n,, n, and n, are the AR orders of &, h, and
h,, respectively; F(-) denotes an unknown nonlinear func-
tion.

The nonlinear function F( -) can be effectively identified
by utilizing the WNN illustrated in Fig. 1. The inputs of the
WNN are h(t-i)(i=1,2,...,n),h,(t-i)(i=0,1,

n,) and h,(t -j)(j=0,1, ..., ny;). The output is the ap-
proximated water level h(o).

The widely used Morlet mother wavelet is selected as the
transfer function of the WNN’s hidden nodes, which has the
following expression:

2
(1) :cos(1.75t)exp( —%) (8)
The parameters of the WNN need to be initialized before
learning. The connection weights and thresholds are initial-
ized by random values, while the translation and scale fac-
tors should be initialized according to wavelet theory'™ .
Based on wavelet theory, when the input nodes are greater
than 1, the concentration region in the time domain of the
series of a mother wavelet’s expansion is

[bj+ajt* -a,AV, b, +a,.t* +a;,AV] 9)
where ¢~
radius.
For the purpose of covering the input vector by the series
of a mother wavelet’s expansion, the initial values of b]. and

a; must meet the following relationships:

is the center of the mother wavelet, and AV is the

b, +ait” —a,A¥ < ZWU - min

(10)
b, +at + @AV = ZW

ij lmdx
where x, . and x, . denote the minimum and maximum in-
put values of the i-th node in the input layer.

On the basis of Eq. (10), the recommended initial values
of b; and a; are

M M
; Wijxi max ; Wij'xi min
a, =— > —
M Av (11)
2 Wijximm * + AW) z sz rmax - AW)
_ =l
b = 2AY

2 AR Real-Time Correction Model
2.1 Basic theory

The AR model is the most widely utilized real-time cor-
rection method due to its simplicity in theory and its favour-
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able effects. An AR real-time correction model is also select-
ed in this paper based on the following two considerations:
On the one hand, the complex input-output relationship of
the WNN makes it difficult to correct the parameters direct-
ly; on the other hand, updating the WNN output can directly
take both the impacts of the inaccurate parameters and the
errors existing in the input-output data into account.

The forecast error sequence is represented by a p-order
AR model:

e(r) =0,e(t-1) +0,e(r-2) +... +6,e(t-p) +£&(1)
(12)

where £(¢) is the model error at time ¢, which is regarded as
a white noise; e(t) is the forecast error at time #; 0,(i=1,2,
..., p) denotes the model coefficient.

According to Eq. (12), the predicted forecast error at time
step ¢ is

&(1) =0,e(t=1) +0,e(t=2) +... +0,e(1-p) (13)

where é(¢) is the predicted error.
Suppose that A(f) is the calculated output of the WNN at
time step 7, then the updated value 4 () can be expressed as

h.(t) =h(1) +é(1) (14)

The coefficients of the AR model can be estimated by on-
line recursive estimation methods such as the RLS method.
2.2 Adaptive fading factor RLS method

Rewrite Eq. (14) in a vector form:

h,(t) =h(t) +X (1) 0(1) (15)

where X(1) ={e(t-1), ...,e(t=p)}", 0(t) ={6,(1), ...,

0,(0}".
The performance index of the fading factor RLS is

J0) = X uED]) =

du'e(n -X(n6(n]’

t=1

(16)

where u e (0, 1]1is the fading factor, and e(¢) is the actual
forecast error.

The idea of the fading factor RLS is to revise the former
estimated coefficient vector by the new data e(7) on the ba-
sis of minimizing the performance index J(@). In order to
overcome the data saturation phenomenon, the weight ‘" ™"
is adopted in the exponential weighting form to strengthen
the effects of new data artificially.

A fixed fading factor is adequate for a stationary changing
time-variant system. But it cannot track the dynamic chan-
ging characteristics of flood movements efficiently. The fa-
ding factor should be adaptively adjusted for such problems.

According to these ideas, the recursive formula of the
adaptive fading factor RLS" is expressed as

Error forecasting
& =X"(nor-1) (17)
Calculation of gain

K(t) =P(t-DX()[u(t-1) + X (HP(t-1)X(1)]

(18)

Coefficient vector estimation

0 =6(r-1) +K(Dle(t) —X" (D81 -1)]

(19)

Calculation of fading factor
u(y =1 - LX KDl —e0]* 5,

X,
Calculation of covariance matrix

oy =KX (01P(1-1) 1)

w()

3 Example Application and Analysis

The method presented in this paper is applied in the flood
forecasting in the cross section of Xijiang River at Gaoyao in
order to verify its effectiveness. Xijiang River is the largest
river in the Pearl River Basin. The Gaoyao hydrological sta-
tion is an important control station in the lower reaches of
Xijiang River. The hydrological data obtained from it are
significant for the flood prevention of the lower reaches of
the Pearl River Basin. The water level of Gaoyao has a close
connection with the water levels of Wuzhou in the upstream
and Makou in the downstream. This connection can be es-
tablished by the WNN constructed in this paper. According
to Eq. (7), the input vector of the WNN is

h={h,(t-1),....,h;(t-n)), hy(D), ...,
hy(t=n,), hy (1), .o, hy(t=ny) )" (22)
where hg, hy and h,, denote the water levels of Gaoyao,
Wuzhou and Makou, respectively; n,, n, and n, are the AR
orders of hg, hy, and h,,, respectively.

By using the AIC criteria'"”’
to be 3,1 and 1.

The water level data of ten representative floods from
1968 to 1997 are selected. The anterior eight floods are used
for the learning of the WNN and the remaining two floods
are for verification. A normal BPNN of the same input-out-
put structure is generated for comparison.

Three evaluation indices are chosen. They are the relative
error of the flood peak level, the absolute error of the flood
peak level and the mean absolute error of the water level
during the flood process.

The comparisons of the results are shown in Tab. 1 and
Figs.2 to 4.

,n,,n, and n, are determined
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Tab.1 Comparison of the calculated characteristic values of the three methods

Evaluation index

Serial ber of
erat number o River flood

th ifyi
© vertying forecasting method

floods

Relative error
of the flood peak

Mean absolute error
of the water level

Absolute error
of the flood peak

level/ % level/m during the flood process/m
BPNN -6.10 0.36 0.13
1997062210 WNN -5.25 0.31 0.11
WNN plus AR model 0.1 0.01 0.01
BPNN -5.69 0.55 0.17
1997080720 WNN -4.86 0. 47 0.14
WNN plus AR model 0 0 0.01
0.030 processes than the forecast water level processes by using the
WNN and the BPNN, especially in the periods of flood
0025 peaks.
g 0-020 4 Conclusion
= 0.015 1
- —— BPNN In this paper, the river flood forecasting method of cou-
0.0 777 WAN pling WNN with AR real-time correction is proposed and
0.005 I used in the flood forecasting in the cross section of Xijiang
ol _ . River at Gaoyao. In comparison with the normal BPNN, the
0 200 400 600 800 1000 1200 WNN shows the ability of accelerated convergence speed in

Iteration time

Fig.2 Comparison of the learning processes of BPNN and WNN

£
&
=
---- WNN plus AR model
1t —— Measured
0
0 50 100 150 200 250
t/h

Fig.3 Comparison of the 1997062210th flood’s calculat-
ed and measured water level processes

£
g
w
= ) ---- WNN plus AR model
—— Measured
0 50 100 150 200 250 300 350
t/h

Fig.4 Comparison of the 1997080720th flood’s calculat-
ed and measured water level processes

The comparison of the learning process in Fig. 2 demon-
strates the evidently improved learning ability of the WNN.
The calculated characteristic values in Tab. 1 show that the
river flood forecast accuracies of the WNN and the WNN
with the AR real-time correction model are improved to dif-
ferent degrees compared with the BPNN. Thereinto, the
WNN with the AR real-time correction model obtains the
best forecast results. Figs. 3 and 4 also show that the forecast
water level processes by using the WNN with the AR real-
time correction model are closer to the measured water level

the learning period and enhanced learning accuracy. In order
to adapt the time-varying flood routing problem, the WNN is
coupled with an AR real-time correction model in practical
application. An adaptive fading factor RLS method is inte-
grated with the AR model to calculate the forecast errors of
the WNN continuously. The WNN forecast value is correc-
ted by adding the forecast error to it. This improvement
made on the WNN leads to increased forecast accuracy. The
proposed method in this paper has considerable application
values.
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