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Abstract: An incremental redundancy hybrid automatic repeat-
request (IR-HARQ) scheme based on irregular repeat-accumulate
(IRA) codes is proposed. The design of rate compatible punctured
IRA codes suitable for an IR-HARQ scheme is well formulated
and efficiently solved by a linear-programming method, along
with a one-dimensional approach for density evolution. Compared
to IR-HARQ schemes based on turbo codes, simulation shows
that the proposed IR-HARQ schemes based on IRA codes may
achieve almost the same performance at a block size of 1 024, but
better throughput at a block size of 4 096. The advantages of the
proposed scheme in implementation, including decoding
complexity and parallelism, make it more attractive in practice
than the IR-HARQ schemes based on both turbo and LDPC
codes.
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The application of recently introduced capacity-approa-
ching codes'™ in hybrid automatic repeat-request
(HARQ) schemes seems encouraging. Indeed, rate compati-
ble punctured turbo ( RCPT) codes and LDPC codes have
been proposed to achieve high throughput for IR-HARQ
schemes'*™'. RCPT codes have been shown to outperform
rate compatible punctured convolutional ( RCPC) codes in-
troduced by Hagenauer'”' for medium to large block sizes.
With iterative message-passing decoding, punctured LDPC
codes can yield almost the optimal throughput by assuming
infinite block size" .

Irregular repeat-accumulate (IRA) codes are a class of se-
rially concatenated codes'”, and therefore have a rather sim-
ple encoding algorithm. IRA codes, again as a special class
of LDPC codes, can be decoded by the sum-product algo-
rithm( SPA)in a fully parallel form. In this paper, we intro-
duce an IR-HARQ scheme based on IRA codes. The well-
designed IRA codes are competitive with the best-known
LDPC codes, and outperform turbo codes for medium to
large block sizes. Hopefully, the use of punctured IRA codes
in IR-HARQ schemes may achieve better performance than
that of RCPT codes at least for large block sizes.

The main contribution of this paper is to design RCPIRA
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codes suitable for an IR-HARQ scheme. By observing an in-
teresting check-node merging property for puncturing the
parity bits of IRA codes, we formulate the code design prob-
lem by employing a simplified one-dimensional density evo-
lution ( DE) approach™'.

1 Rate Compatible Punctured IRA Codes and
HARQ Scheme

1.1 RCPIRA codes

Fig. 1 shows the Tanner graph representation of an IRA
code. The encoding process of an IRA code can be explained
as follows. A block of binary information bits b = {b,, b,,
..., by } is encoded by an irregular repetition code of rate
N,/N;. Among N, binary bits, the fraction of information
bits which repeat exactly i times is denoted as f;, where f;, =

0, 2 f; = 1.The block of repeated bits is interleaved, and

the resulting block v = {v, v,, ..
an accumulator, defined by the recursion

., vy } is further encoded by

a-1

X, =x + z_ovajﬂ. j=12,..,N,

with initial condition x, =0, where a is a positive integer( the
left degree of check nodes), and x = {x,, x,, ..., x,vy} denotes
the accumulator output block. For a systematic IRA code,

the codeword is finally given by ¢ ={b, x}.

fa

Interteaver

Infogélation Parity nodes
nodes = ' Punctured “
@  parity nodes
Fig.1 RCPIRA codes by successive half-puncturing of

the parity bits of a mother IRA code
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Essentially, a general IRA code ensemble can be specified
by parameters (f,, f,, ---, f}3 ). Another equivalent de-
scription adopts the concept from irregular LDPC codes,
where the parameters (A, A,, ..., A,; a) are employed to re-
present an IRA code ensemble and A, = if,/ » jf;is the frac-

7
tion of edges between the information and the check nodes
that are adjacent to an information node of a degree of i in a
Tanner graph representation of an IRA code. Let b = z if,
denote the average repetition degree (or the average edge
degree) of information nodes in the Tanner graph, and then
the coding rate of a systematic IRA code is given by
1

A,
. X

RC= b: .=l ! /\
b + . i

Loy @t 2 P

(1)

Rate compatible IRA codes can be obtained by puncturing
the parity bits( nodes) as shown in Fig. 1. By successively
puncturing a low-rate mother IRA code, a family of IRA
codes of a variety of rates can be obtained.

A useful property, a check-node merging property, can be
observed from Fig. 1 and summarized as follows: Puncturing
a parity node can be equivalently viewed as two neighboring
check nodes being merged into one check node, whose left
degree equals the sum of left degrees of two respective
check nodes.

With the above property, puncturing half of the parity bits
may result in another well-defined IRA code. For a mother
(A, Ay, .oy Ays a) IRA code, puncturing half of the parity
bits results in an (A,, A,, ..., A,;2a) IRA code. By iterative-
ly puncturing half of the parity bits as shown in Fig. 1, a
class of IRA codes can be generated, where the code after
the m-th half-puncturing has the parameters (A,, A,, ..., A,;
a,) and a,=a,a, =2a, ,,m=1,2,..., M. The rate of the
code after the m-th half-puncturing is

2mRO

R, =——" —  m=12..M (2
1 +(2" =R,

For example, we consider a mother IRA code of rate R, =
1/3 and a, =4. By successively puncturing half of the parity
bits as shown in Fig. 1, a family of IRA codes of rates 1/3,
1/2,2/3,4/5 can be generated. For the purpose of the ARQ
protocol, the above rates may still not be enough. More rates
can be obtained by adjusting the puncturing patterns over the
parity bits. Generally speaking, the check-node merging
property indicates that punctured IRA codes may have check
nodes of different left degrees.

1.2 RCPIRA-HARQ protocol

In this paper, we focus on the IR-HARQ schemes over
AWGN channels. Just as in Refs. [5 —6], we do not consid-
er the effects of finite memory or unreliable feedback on the
performance of the system.

By successively puncturing a mother IRA code, the parity
bits of the mother IRA code can be naturally divided into Q
+ 1 groups. Let Pnd, denote the set comprising all parity bits
of the mother IRA code, Pu,qg=1, 2, ..., Q as the set com-

prising the punctured parity bits at the g-th puncturing, and
Pnd,,g=1,2, ..., O as the set comprising all parity bits of
the g-th punctured IRA code. Obviously, the highest rate is
achieved by the Q-th punctured IRA code. A successive
puncturing operation ensures the following relationships:

Pnd,DPnd, DPnd,>...DPnd, (3)
Pnd, =Pu, UPu,U... UPu,UPnd, (4)
Pnd, =Pu, ,UPnd,,, j=0,1,..,0-1 (5

With an IR-scheme, the ARQ protocol performs the fol-
lowing steps:

1) Add N, parity bits to N, information bits to form an er-
ror detection code C; with a codeword length of N = N, +
N¢;

2) Input the N bit coded information block into the rate-R,
mother IRA encoder, and all the parity bits belong to the set
Pnd,;, which can be divided into Q + 1 disjoint sets accord-
ing to Eq. (4) in a predetermined way;

3) At the 0-th retransmission(i. e. , the first transmission),
transmit the N bit coded information block and all the parity
bits belonging to the set Pnd,,;

4) Transmit additional parity bits belonging to Pu, ., for
the g-th retransmission (¢ =1,2, ..., Q);

5)Decode the IRA code by the SPA in an iterative man-
ner;

6) Check the syndrome of code C, after a complete deco-
ding iteration. If the syndrome is zero, output N, information
bits and send an ACK to the transmitter. Otherwise, continue
the decoding loop until the maximum allowable iteration
number is reached, upon which, if the syndrome is still non-
zero, exit the loop, send an NAK to the transmitter and the
system increases m and repeats steps 4) to 6).

If decoding is still not successful, several possibilities ex-
ist as discussed in Ref. [6]. The simplest option is to give
up and accept a given bit- or frame-error rate upon failure at
the lowest code rate. In simulations, we only consider the
simplest option.

1.3 Throughput analysis

Generally, the performance of IR-HARQ schemes is
measured by two figures of merit: the average throughput
R, and the probability that a frame is finally not correctly
decoded, the so-called frame error rate' . In this paper, the
average throughput is considered as the primary figure of
merit for the RCPIRA-HARQ system, which can be compu-
ted directly as

Ry=t N
VTN N+P,,

(6)

where P,, is the average number of additionally transmitted
parity bits. It is always assumed that the error detection code
C, has a negligible probability of undetected frame errors.

2 Design of RCPIRA Codes Suitable for IR-HARQ
Schemes

For a practical RCPIRA-HARQ system, various system
parameters should be determined. In fact, there are three re-
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maining issues to be investigated:

1) Design of a mother IRA code;

2) Finite length interleaver design;

3) Puncturing pattern identification.

In this section, we focus on the first problem. An apparent
object is to maximize the system throughput averaged over
the channel. Instead of maximizing the system throughput
averaged over the SNR variation, we consider designing a
mother IRA code, based on which the RCPIRA codes per-
form well for a variety of rates required for the IR-HARQ
scheme.

2.1 Design of IRA codes

In order to formulate the problem mathematically, we first
give a brief review of density evolution and its application
on the design of IRA codes.

Let p'” (resp., p.”) denote the average probability density
function( pdf) of a log-likelihood ratio (LLR) message from
an information node (resp. , parity node) to a check node, at
the I-th iteration. Let p'” (resp., p”) denote the pdf of the
LLR message from a check node to an information node
(resp. , parity node) at the /-th iteration. By borrowing some
concepts from quantized density evolution', it is not diffi-
cult to show'"

o

P =pax A, B =pa*p) (7
P = A AN, B = )
(8)

where p, is the pdf from the channel, # is the discrete con-
d,

volution, A(p) = Y A, ®'p with @'p =(®"'p) * p,
i=1

H'p=2(#"p,p) and p, =.72(p,, p,) means that one
can compute it numerically as

p.(kA) = Z%(p,,p,) (kA) =
p.(iA) p,(jA) (9)

i,j:kA = | 2tanh~'(tanh(iA/2) tanh(jA/2)) |

where A denotes the quantization step.

Let BER( o) denote the limiting bit error rate( BER) of
SPA decoding averaged over the IRA code ensemble for a
binary-input AWGN channel defined by x = s + z, where s
{+1, -1} and z is the zero-mean white Gaussian noise
with variance . With quantized density evolution (7) and
(8), it follows that

0
BER(0) = lim f P (o, x)dx (10)

Thus, given the threshold ¢ and the parameter a, the opti-

mal IRA ensemble parameters (A, A,, ..., A,;) maximize the

coding rate R subject to vanishing BER(¢); i.e., they are
solutions of the optimization problem.

J
A
max 2 £
i=1 J
J

s. t. Zx\j =1
j=1

BER(o) =0

(11)

A =0,V

2.2 Design of RCPIRA codes suitable for an IR-HARQ
scheme

To design RCPIRA codes for an IR-HARQ scheme, it is
tractable to design a mother IRA code, upon which the punc-
tured RCPIRA codes of required rates are still good. In order
to simplify the problem, a special class of RCPIRA codes,
namely, HP-RCPIRA codes, is considered by successively
half-puncturing of the parity bits of a mother IRA code as
shown in Fig. 1.

Given a class of thresholds {¢, ;m=0,1, ..., M} and the
parameter a, =a (then a, =2a, _,;m=1,2, ..., M for HP-
RCPIRA codes) , the optimal HP-RCPIRA ensemble parame-
ters {(A,, Ay, ..u Ay5a,);m=0,1, ..., M} maximize the
rates {R,; m = 0, 1, ..., M} subject to vanishing
{BER, (o,);m=0,1, ..., M}; i.e., they are solutions of
the optimization problem.

m?

Y
=t J
J
sty A =1 4,20V
i=
BER,(0,) =0 m=0,1,...M

The above formulation is exact. Indeed, due to Eq. (2), it
can be well understood that maximizing M + 1 rates {R,;m
=0,1,2, ..., M} is just equivalent to maximizing the rate of
the mother IRA code R, .

Clearly, a nonlinear search is required to find a good de-
gree profile for HP-RCPIRA codes, which is, indeed, a time-
consuming task. A further simplification is possible by intro-
ducing a one-dimensional approach for density evolution.
Here, we adopt the method in Ref. [8] and upon which, to
ensure BER (¢o,) =0, it is equivalent to forcing the follow-
ing condition being satisfied

d)a,”(x’o-m) = Z)\/J(% +(J —])J‘](l —J((am —1) .

JN( —x) +277'(1 —X(x))))) >x (13)

x=x'(® =1 —J(L(J“ (1 —J(J"(sc) —02—2)) -

m m

J(1 -%)

~——

) m=01,..M

for any x € [0, 1), where J(u) 2 e’zzlogz(l +

1 =
py
)dz, and x =% ' (%) denotes the inverse function of %
=X(x) (We refer readers to Eq. (38) of Ref. [8] for more
details about Eq. (13)). Since Eq. (13) is linear in A s, an
effective linear programming approach can be employed to
find a good degree profile for HP-RCPIRA codes.

e —2:5—1{

Y

maxz —+ (14)
iz J
J

s. t A =1 /\IBO,Vj

Vxe[0,1);m =0,1,...M
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For a practical design purpose, a remaining problem is to
choose multiple thresholds of o, m =0, 1, ..., M. By as-
suming that the performance of the designed HP-RCPIRA
codes is close to channel capacity limit, the number of de-

grees of freedom in choosing multiple ¢, can be greatly re-
duced. Indeed, let o™ be the binary-input AWGN capacity
limit for the m-th rate of R,, and o, be the only variable
threshold corresponding to the mother IRA code. By defi-
ning A§,, = U'],Lm - a}j““, m=0,1, ..., M, we can choose other
parameters as

o, =0,+A5, m=1,2,...M (15)

With the above constraints, the only freedom remaining is
to vary o,, which greatly simplifies the design procedure
shown in (12).

Design Example In order to obtain 8 (Q =7) RCPIRA
codes of rates 1/3,4/11,2/5,4/9,1/2,4/7,2/3,4/5( con-
sidered in Ref. [5]), we consider a mother IRA code of a =
4 and R, =1/3.

As indicated in (2), the aimed RCPIRA codes of rates
1/3, 1/2, 2/3, 4/5 can be generated by successively half
puncturing of the parity bits of the mother IRA code. The
other RCPIRA codes of rates 4/11,2/5,4/9 can be obtained
by adjusting the puncturing pattern over the parity bits of the
mother IRA code. We will consider it later in the numerical
section. At this point, we can formulate the design problem
as shown in (14) by optimizing the HP-RCPIRA codes of
rates 1/3,1/2,2/3,4/5.

By restricting both the maximum and minimum repetition
degrees ( denoted as d, ... d respectively ), the degree
profile of the mother IRA code can be obtained by solving
the linear programming problem formulated in (14). In or-
der to ensure a good FER performance, it is essential to have
A, =0 as discussed in Ref. [7], which means d, ;. =3. The
degree profiles for different d, .’ s are listed in Tab. 1,
which is found to have just four kinds of repetition degrees

and therefore desirable for an implementation purpose.

v, min

s

Tab.1 Designed degree profiles of the mother IRA codes

dy, max =40 4y, max =70
i A; i A;
; R SL 3 0.2370 3 0.2422
9 0.0275 11 0.0820
10 0.3272 12 0.3932
40 0.408 3 70 0.2826
4 1/3 1.296 6 1.2910"° 1.2956°
172 0.9787 0.9557" 0.9540"
16 2/3  0.766 6 0.7304 " 0.7343"
32 4/5  0.6251 0.5932" 0.5965"

Notes: SL is the Shannon limit; * is the threshold predicted by quan-

tized density evolution.

Under the SPA decoding, the performance of our designed
codes in the limit of large block size can be well predicted
by density evolution. The thresholds predicated by quantized
density evolution are summarized in Tab. 1. Clearly, the de-
signed RCPIRA codes are approaching the Shannon limits in
the limits of large block sizes.

3 Numerical Results
3.1 Interleaver design based on loop-removal approach

The practical RCPIRA-HARQ system always assumes a
finite block size, typically a block size of 100 to 1 000. For
an LDPC code, the interleaver mentioned here is referred to
as the edge inteleaver between the variable and check nodes.

Indeed, we proposed a semi-construction approach, which
is an extension of “avoiding short cycles in the bipartite
graph of the IRA code”. The technical details about the pro-
posed algorithm are summarized in Ref. [9].

3.2 Simulation conditions and puncturing pattern iden-
tification

In simulations, we consider the mother IRA codes in Tab.
1 of rate R, =1/3 and a =4. By successively puncturing
half of the parity bits as shown in Fig. 1, a family of IRA
codes of rates 1/3, 1/2, 2/3, 4/5, 8/9 can be straightfor-
wardly constructed. For the purpose of the ARQ protocol,
the above rates may still not be enough. General rate com-
patible IRA codes of more rates can be obtained by adjusting
the puncturing patterns. In simulations, in order to obtain 8
(Q =17)RCPIRA codes of rates 1/3,4/11, 2/5,4/9, 1/2,
4/7,2/3,4/5, all the parity bits of the mother IRA code are
divided into P subblocks of the equal subblock size of B =8
(the number of all parity bits is P x B). Here, we consider
periodic puncturing patterns with a period of B. Hence, the
puncturing patterns can be represented by a binary M x B
puncturing matrix 5= {y(m) },m=0,1, ..., M — 1. In simu-
lations, the following puncturing patterns are adopted:

Y(0) =[11111111], (1) =[O01111111]

¥(2) =[01110111], (3) =[01010111]

¥(4) =[01010101], 4(5) =[00010101]

¥ (6) =[00010001], 4 (7) =[00000001]

where “0” means that the corresponding bit is punctured
while “1” means that the bit is preserved. It is clear that the
RCPIRA codes of puncturing patterns ¢ (0), ¢ (4), #(6),
(7) are of rates 1/3,1/2,2/3,4/5, which can be well de-
fined by the half-puncturing process as shown in Fig. 1.

Theoretically, it is still possible to optimize the system
performance by varying the puncturing patterns of ¢ (1),
¥(2), ¢ (3), ¢ (5). However, simulations show that our
choice is reasonable and there is no practical room for per-
formance improvement by adopting other puncturing pat-
terns.

In simulations, the ARQ protocol terminated upon
reaching the lowest code rate; i. e., no repetitions of the
protocol were allowed. The maximum number of iterations
allowed at any given decoding attempt was fixed at 40. For a
comparison purpose, we run an RCPT-HARQ scheme in
Ref. [4]. The RCPT-HARQ system employs the encoder B
(see Tab. 2 of Ref. [5]). The maximum number of itera-
tions allowed at any given decoding attempt is fixed at 12
for the RCPT-ARQ system. For simplicity, we assume a ge-
nie-aided error detection scheme for both RCPT- and RCPI-
RA-HARQ schemes.
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3.3 Decoding algorithms and their complexity

In general, there are two decoding schemes for an RCPI-
RA-HARQ system, one of which is to run the iterative SPA
over the graph resulting from the check-node merging prop-
erty, while the other is over the original graph of the mother
IRA code with some of the parity-nodes erased.

As far as decoding complexity is concerned, it is suitable
to estimate the number of additions and lookups required for
iterative decoding of both IRA and turbo codes. At a check

K
node of degree K, the implementation of z @® L, is re-
k=1
k]
quired, where the so-called check operation @ is defined by
c=a®bec = 2tanh ™ (tanh %tanh %) Let ¢ (x) =

- 1og( tanh( %) ), then it is not difficult to show that L =

kZ{ ®L = (HSign(Lk))(!)( qu( |L,|)) - Hence, we

assume that the implementation of 2 @ L, may require as
k=1

many as K —1 additions and K + 1 table lookups ( assuming
¢(x) are implemented via table lookups) . At a variable node

K
of degree K, it is required to compute A, = z L.,j=1,2,
k=1

k)

K

..., K. Here, the computation of a list of A, = Z L.j=1,
k=1
k#j

2, ..., Kis assumed to be efficiently implemented by obtai-

K
ning A = Z{ L, at first and computing A, =A -L,,j=1,2,

..., K subsequently. Thus, it requires 2K table lookups and
(2K - 1) additions for each check node of degree K. When
the above rule is applied to an (f,, f,, ..., f,; a) IRA code

with parameters, it requires an average of 2b =2 Z if, addi-

tions for each information node. At a parity node, we re-
quire two additions. In summary, for a rate —1/3 IRA code
with the left degree a =4, the total number of additions per
information bit is (2(a +2) —1) x2 +2b +2 x2 =42, and
the total number of table lookups per information bit is 2(a
+2) x2 =24. Then, the total number of operations( count-
ing additions and lookups as the same) per information bit is
66. For the turbo code used in Ref. [4], the same complexity
can be evaluated, and it is about 400-operations/information
bit/iteration. Even taking into account the fact that IRA
codes use 40 iterations, whereas only 12 iterations were used
with turbo codes in Ref. [4], the decoding complexity is still
lower for the IRA codes.

3.4 Simulation results and discussion

To investigate the choice of decoding scheme on system
performance, we simulate the RCPIRA-HARQ system of a
block size of 1 024 and d, ,, = 40 under two decoding
schemes. As shown in Fig. 2, the first decoding scheme has
better performance than the second one. Due to this perform-
ance advantage, the first decoding scheme may find its appli-
cation in software implementation of the decoding algo-

rithm. The second one, however, may be more preferred in

hardware implementation, as only one decoder is required
for all RCPIRA codes. In what follows, the first decoding
scheme is always assumed.
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-6~ First decoding scheme
—+ Second decoding scheme
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Fig.2 Performance comparison of two decoding schemes
for an RCPIRA-HARQ system

The throughput of the RCPT-HARQ system( under the op-
timal puncturing) in Ref. [4] is given and compared with the
RCPIRA-HARQ system at a block size of 1 024 in Fig. 3.
The performance of the proposed RCPIRA-HARQ system is
almost the same as that of the RCPT-HARQ system at a
block size of 1 024. At a larger block size of 4 096, the re-
sults are given in Fig. 4. We see that the performance of
RCPIRA-HARQ system is slightly better than that of the
RCPT-HARQ system at a block size of 4 096, and the
throughput of both RCPIRA- and RCPT-HARQ systems are
above the cutoff rate. Our scheme shows its advantage on the
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RCPT codes at a block size of 4 096



132

Wu Xiaofu, Xiang Haige, Zhao Chunming, and You Xiaohu

encoding and decoding complexities compared to other
schemes based on turbo codes'' and LDPC codes''. The en-
coding of IRA codes is competitive to that of turbo codes,
and is often lower than that of LDPC codes, while the deco-
ding complexity of IRA codes is shown to be just the same
as that of LDPC codes and often lower than that of turbo
codes. Therefore, the proposed RCPIRA-HARQ system is
more attractive in practice.

4 Conclusion

In this paper, a novel application of IRA codes to an IR-
based hybrid ARQ scheme is proposed. By exploiting an in-
teresting check-node merging property for puncturing the
parity bits of an IRA code, an efficient linear-programming
method is proposed to design RCPIRA codes suitable for an
IR-HARQ protocol. The performance of the proposed RCPI-
RA-HARQ system is slightly better than that of the RCPT-
HARQ system at large block sizes. Furthermore, the pro-
posed RCPIRA-HARQ systems have low encoding and de-
coding complexity, which makes it more attractive than pre-
viously introduced HARQ schemes based on both turbo and
LDPC codes.

References

[1] Berrou C, Glavieux A, Thitimajshima P. Near Shannon limit
error-correcting coding: turbo codes [ C]//IEEE ICC Pro-

ceedings. Geneva, Switzerland, 1993, 3: 1064 — 1070.

[2] MacKay D J C, Neal R M. Near Shannon limit performance
of low density parity check codes [J]. Electronics Letters,
1997, 33(6):457 —458.

[3] Chung S Y, Forney J G D, Richardson T, et al. On the design
of low-density parity-check codes within 0. 0045 dB of the
Shannon limit [J]. IEEE Communications Letters, 2001, §
(2):58 —60.

[4] Rowith D N, Milstein L B. On the performance of hybrid
FEC/ARQ systems using rate compatible punctured turbo
(RCPT) codes [J]. IEEE Transactions on Communications,
2000, 48(6) : 948 —959.

[5] Sesia S, Caire G, Vivier G. Incremental redundancy hybrid
ARQ schemes based on low-density parity-check codes [J].
IEEE Transactions on Communications, 2004, 52(8): 1311 —
1321.

[6] Hagenauer J. Rate compatible punctured convolutional codes
(RCPC codes) and their applications [J]. IEEE Transactions
on Communications, 1988,36(4):389 —400.

[7] Jin H, Khandekar A, McEliece R. Irregular repeat-accumulate
codes [ C]//Proceedings of the 2nd Intl Symp on Turbo
Codes and Related Topics. Brest, France, 2000, 2: 1064 —
1070.

[8] Roumy A, Guimghar S, Caire G, et al. Design methods for ir-
regular repeat accumulate codes [J]. IEEE Transactions on
Information Theory,2004,50(8):1711 —1727.

[9] Wu Xiaofu. Shannon-limit codes: performance analysis, re-
ceiver design and applications [ D]. Beijing: Department of
Electronics of Peking University, 2005. (in Chinese)

i&F IR-HARQ 38 BY 33 & I BE | & IRA £3% 3t

[=3 =1
g

S RER

VORI

(' AARFHFHEZEARELERE, E7F 210096)
CRFEREELFF A, T 100871)

RE A

A IRA #8931t P AL

A TIEMN E R ZmL(IRA) 3B —F T4 #3883 T4 (IR-HARQ) Bz 8 3 T WU M AL IRk
fﬁ%ﬂm%&RAﬂ%i L EREE AR MR LS — YR A
LB TR ER AT AR A T AT turbo ey AR B 5 K, TR 5 E A AR R A M

YEAL B R AR e AT Y 1k T T B R

(Wi 1024) T:UMM/?, AR K 4 096) F &I — 2 694 A0t T turbo Foik 25 B A 3o 7%, K T IRA
B 7 B A fRAL B B Ze e A B AT T LR AR B B4 4k

KR B EAE TR
f[E 45 ZES . TN929

s EAN] & 5 R hm A s turbo 75



