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Abstract: Real-time applications are sensitive to conditions such
as transmission delay and jittering. To cut down on the influence
generated by the WLAN handoff process, three parts of WLAN
(wireless local area networks) handoff: handoff triggering, access
point selection and the fast handoff algorithm are investigated. A
fast handoff solution totally based on the station is proposed and
it is composed of three parts: a handoff triggering mechanism
based on dynamic threshold adjustment; an AP selection criterion
based on probe delay; a fast handoff algorithm with differentiated
channel selection and a dynamic cache. The station based solution
is independent with AP’s collaboration and avoids any changes in
the IEEE 802. 11 protocol. It is robust and has very good
extensibility. Through tests and evaluation in a hotspot WLAN,
the solution effectively reduces handoff latency and user
experience of real-time applications is enhanced.
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EEE 802. 11" wireless local area networks ( WLANSs)

have been broadly deployed and applied. Meanwhile,
typical applications such as VoOWLAN come out. WLAN'" is
composed of APs(access points) and stations( wireless termi-
nals) . Interconnected with DS( distribution system), APs are
the relay points through which stations make communica-
tion. To access the network, a station has to associate with
an AP. An AP and its affiliated stations together form a BSS
(basic service set), whose size is determined by the AP’s
signal strength coverage. Unlike traditional wired LANS,
WLANSs support mobility: you can move within one BSS or
from one BSS to another. The interior mobility of a BSS
does not trigger handoff, so we focus on mobility between
APs. When a station moves out of its current AP’s coverage
and enters into another AP’s coverage, a handoff will occur.
To avoid losing network connectivity, a station has to per-
form handoff( BSS handoff) : discover and select a new AP
and authenticate itself and associate with it. Handoff brings
in latency and has severe effects on real-time applications, so
we have to optimize the handoff process and reduce the neg-
ative effects of handoff latency on real-time applications.

BSS handoff occurs on the link layer and it can be called
MAC layer handoff or second layer handoff( L2 handoff).
The process of BSS handoff is(see Fig. 1): when the net-
work conditions fail to meet the communication require-
ments, a handoff is triggered; a station probes( scans) and se-
lects a new AP from the results to perform authentication
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and association; after a succession of associations, the station
continues its communication through the new AP. This paper
summarizes handoff into three parts: handoff triggering, AP
selection and the process of handoff execution.
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According to IEEE 802. 11 protocol, the WLAN handoff
execution process comprises three phases:

1) Discovery phase

It is also named the probe phase ( scan) where a station
switches its working channel and probes on each channel to
discover available APs in the vicinity. There are two ways of
probing: passive and active. The former receives Beacon
frames periodically broadcasted by APs, while the latter
broadcasts probe request frames and receives probe response
frames from APs.

2) Authentication phase

The authentication process between the station and AP.
Several regulations are proposed for authentication including
open, shared key, WPA and so on. The process is done with
the exchange of authentication requests and authentication
response frames or following the 802. 1X protocol by a third
party RADIUS server.

3) Association phase

The station completes association with AP via an ex-
change reassociation request frame and a reassociation re-
sponse frame.

Each phase corresponds to latency, which is a discovery
latency, an authentication latency and an association latency,
respectively. The more complex the authentication process
is, the longer the latency will be produced when handoff
happens. For SIP-based applications like VoIP, the L2 au-
thentication can be simple because these applications also
have built-in application layer authentication. Present re-
search on BSS handoff commonly holds a hypothesis that
the L2 authentication method is either an open mode or a
shared key. This paper reserves this opinion.

1 Fast Handoff

Handoff latency disrupts applications which are sensitive
to delay and jittering, such as real-time audio applications. It
is also the main problem still facing the massive populariza-
tion and deployment of real-time applications. BSS handoff
has to be fast, smooth and have little influence on upper lay-
er applications. Real-time applications have strict require-
ments for QoS parameters such as wireless link conditions,
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so besides the execution process of handoff we have to pay
attention to two other areas: handoff triggering and AP selec-
tion. The ultimate goal is to devise better handoff algorithms
and optimize the handoff process.

1.1 Handoff triggering

The station is the decision maker of a handoff. When sta-
tion observes that some predefined rules are violated, a
handoff is triggered. Handoff triggering has a connection
with handoff performance and it is a tradeoff between sensi-
tivity and accuracy. There are two kinds of triggering mech-
anisms:

1) The station continually measures the signal strength
value of RSSI (received signal strength indication) when
communicating with AP; when RSSI is below a defined
threshold, a handoff is triggered.

2) The decline in link quality will cause the retransmission
of data frames or the failure to receive some frames, so
handoff can be triggered if the frame retransmission number
or the frame losing number exceeds a threshold. For exam-
ple, as soon as the number of the consecutively losing bea-
con frames of the current AP is greater than a constant val-
ue, a handoff needs to be launched.

For real-time applications, the first way is too sensitive
and may cause frequent station handoffs between APs. The
second way is suitable for data applications but is not suit-
able for real-time applications. A new handoff triggering
method still needs to be devised for real-time applications.

1.2 AP selection

Playing the role of data transmission for stations, AP per-
formance directly touches user experiences. Station discovers
APs by probing and selects one of them to associate with
and gain access to the network. Currently the choice is made
by an AP’s RSSI and the “best” AP is the AP with the
strongest signal strength. This simple method can lead too
many stations choosing the same AP and the probability of
medium collision and startup of a collision avoidance algo-
rithm increases because stations together with their associat-
ed APs access the wireless medium under the rules of CS-
MA/CA. A congested cell severely degrades user experience
and as a whole, the network load is unevenly distributed.
Signal strength is an aspect of link condition but it is not the
entire delegation. The following is the related work aimed at
improving AP selection:

e Making an extension of the Beacon frame or the probe
response frame"” ™ by adding metrics reflecting an AP’s cell
condition, such as the associating station number and the
current network traffic on this AP. After obtaining these
metrics, station can infer the AP ability by using some math-
ematical models and then select the “best” one of them. This
is the most frequently recommended method.

o Cell breathing[s] . When an AP finds itself overloaded, it
just reduces the transmission power and forces some stations
to handoff from it. This method just forces some stations to
select other APs, and the adjustment of transmission power
is usually difficult to do.

1.3 Fast handoff algorithm

Among the triple parts of the BSS handoff execution

process, the discovery phase contributes the greatest latency
(about 90% of the total handoff latency'” ). Many works
have been done to improve the discovery phase. In order to
decrease the handoff latency even more, a cache is intro-
duced. A cache is an information store of APs in the vicini-
ty; when handoff occurs, a station can directly select an AP
from the cache and try to authenticate itself and associate
with it. If the station fails to associate with all the APs in
the cache, a normal discovery phase kicks in. Related works
are:

Passive scanning( SyncScan'”): The station calculates the
Beacon frame arrival time of every AP and switches to that
AP’s working channel at that time to receive Beacon frames
for updating of AP information.

Active scanning: neighbor graph'™. A neighbor graph is
built up using previous handoff experience and it is the to-
pology of the APs that the station may handoff to. An entire
neighbor graph can be stored on a centralized server'”'. The
station sends request to the server to obtain stored neighbor
graph. The other is selective channel discovery''*""", probing
channels selectively.

The above methods have good performance when the net-
work topology is relatively simple and there is less station
mobility. But the problem is that the cache contents are static
and the maintenance only updates attributes of the AP in it.
Under a mobile environment, it is hard to guarantee that APs
in the cache are still available. When all the APs in the
cache fail to authenticate themselves or associate, the station
has to restart a normal discovery phase, so we have to solve
the problem of low cache availability and increase its effi-
ciency.

The aforementioned fast handoff algorithms and AP selec-
tion methods often need the AP’s collaboration and their de-
sign and implementation modify the 802. 11 protocol more
or less. This modification makes it impossible for the mutual
operation and compatibility of wireless network devices pro-
vided by different vendors. Sometimes it is difficult to up-
date the existing WLANSs. All the work of this paper is sta-
tion-centered without any change to the protocol, so the so-
lution and algorithm have very good compatibility and ex-
tensibility.

2 Station Based Fast Handoff Solution

The work of this paper is done only on the station and it
is easy to carry the algorithm system to different device driv-
ers. To solve the fast handoff problem for real-time applica-
tions, we make innovations on three aspects: a handoff trig-
gering mechanism based on dynamic threshold adjustment;
an AP selection criteria based on probe delay; a fast handoff
algorithm with differentiated channel selection and dynamic
cache.

Fig.2 is a framework of our solution. From the startup to
running, the WNIC ( wireless network interface card) has
gone through five states: INIT (initialization), SCAN ( pro-
bing), AUTH ( authentication), ASSOC ( association) and
RUN (running). The circles in Fig. 2 show our designed
function modules:

1) Handoff triggering module. This module is for handoff
triggering. When the WNIC enters into running state, it
checks whether a handoff is needed through the course of
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communication with the AP.

2) Scan module. It performs the discovery work by active
probing and building up the backup AP cache using the pro-
bing results.

3) AP selection module. This module selects the “best”
AP out of the cache with principles defined in it for the next
process of authentication and association.

4) Cache maintenance module. The cache is a backup
store of APs which is built up based on the results of pro-
bing. Available AP information is stored in the cache and in
order to keep this information up-to-date, station does main-
tenance work periodically. After going into the running
state, the station updates the cache recurrently.
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Fig.2 Framework of station based fast handoff solution

2.1 Handoff triggering

Real-time applications have some requirements for link
conditions, and steady link conditions that are important for
them. For real-time applications, a station has to decide
when to handoff accurately: not too late which can cause
massive quality degradation of communication; not flapping
between APs which can frequently cause handoffs. In con-
sideration of sensitivity, we still use the handoff triggering
mechanism according to the RSSI threshold but we make
improvements in two ways:

1) Smooth processing of RSSI

To overcome the randomness and uncertainty of the RSSI
value in instant time, we need to smooth RSSI values. The
RSSI value at time 7 + 1 is computed by the RSSI value at
time ¢, an RSSI sample value at time ¢ + 1 and a factorial 9
(0<oa<l).

RSSI,,, =RSSI, x 9 + Sample,,, x (1 —9)

2) Dynamic handoff triggering threshold

For the elimination of frequent handoff problems, we in-
troduce dynamic handoff triggering thresholds. Three thresh-
olds are defined:

(D Normal _ threshold: the floor level of the RSSI value
when normally communicating with the AP;

(2 Prime _ handoff _ threshold: the prime handoff thresh-
old;

(3 Second _handoff _threshold: the second handoff thresh-
old. Among them, D > @ > .

At the initial time, the handoff triggering threshold is (2);
when handoff occurs and after the station successfully hands
off to another AP, adjust the threshold to 3); when in run-
ning state and RSSI value of associated AP is not below (D,
adjust the threshold back to ).

Smoothing eliminates the uncertainty of the RSSI value
and the dynamic adjustment of the triggering threshold pre-
vents frequent handoffs from occurring; both help the sta-
tion make accurate handoff decisions.

2.2 Access point selection

Selection of AP only based on the RSSI may lead many
stations to focus on some specific APs. The congested link
condition, in turn, will degrade network performance and
distribute network load unevenly. In two circumstances the
station need to select AP: when station boots up and when a
handoff is going on. We conclude the two as one because
they both need to select AP from cache originally built up or
updated by maintenance. Both built up and maintenance of
cache are fulfilled through active probing, so we can use the
delay of the probing process.

The exchanges of probe request and probe response
frames like other frames follow the CSMA/CA rule to ob-
tain the medium. Congested wireless link increases the trans-
mission delay of management frames like what happens to
the data frames. We define the concept of probe delay: time
between the reception of probe response and the transmission
of probe request.

T.=T

recvi

-T

send

where T

recvi

is the time when receiving the i-th probe re-
sponse from AP; T, is the time when broadcasting the
probe requests.

When an AP is congested and overloaded, the sending de-
lay of probe responses is increased. The IEEE 802. 11 proto-
col defines the time interval a station has to wait on each
channel when probing for AP discovery. There are two inter-
vals: minChanTime and maxChanTime. If the time of min-
ChanTime has elapsed since the time sending probe request
and no probe responses have been received, the station swit-
ches to the next channel to go on probing; otherwise, the sta-
tion continues to stay on that channel to receive more probe
responses until maxChanTime expires. Usually more than
one response can be received from each AP and we take the
first probe delay as the most important, so we calculate the
probe delay as follows:
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z (Ti _T[—l)

_ i=2
T =T + N1

probe _delay

According to the formula, the 7, . 4., Of AP is the sum
of two parts: one is the first probe delay 7, the other is the
arithmetic average of variance between two adjacent probe
delays. When the station makes a selection of APs, it com-
pares the probe delay of APs with priorities. Meanwhile, in
order to obtain better communication quality, the station also
considers the RSSI of the AP. Here is the AP select algo-
rithm:

Algorithm 1 AP selection
Broadcast probe requests on each channel,

Receive probe responses and derive T

probe _delay for eaCh

AP;

AP(target) = AP(1);
for AP(i) in AP(2)...AP(M)
{
lf( AP( target) : Tprobe,de]uy > AP( l) . Tprobe,delay
&&\ AP(target) . RSSI — AP(i). RSSI \ <A)
AP(target) = AP(i)
1

Notes: AP( target) is the object AP we want to choose; A is
a constant indicating the upper limit of RSSI variance.

2.3 Fast handoff algorithm

Both handoff triggering and AP selection are parts of the
handoff process. It is the fast handoff algorithm that im-
proves the handoff performance and reduces the handoff la-
tency. Presently two areas still need to be worked on: impro-
ving the efficiency of channel probing and enhancing the
availability of APs in the cache. For them, two new solu-
tions are proposed: probing by differentiated channel selec-
tion and dynamic cache assisted AP information mainte-
nance. We cover the two in detail respectively below.
2.3.1 Probing by differentiated channel selection

There are only three channels without overlapping with
each other of all the eleven channels given by the IEEE
802. 11 b/g protocol; channels 1, 6, and 11 (in different
countries the number may be different; we take the regula-
tion of FSM in America as an example). Overlapping chan-
nels interfere with each other and influence mutual commu-
nication. When we deploy a hotspot WLAN, we select chan-
nels only among the three and through network planning to
prevent adjacent APs working on the same channel. We di-
vide the channels into halves:

Static channel set(S _chan _set) : channels 1,6 and 11;

Dynamic channel set( D _chan _set): all the channels but
1,6 and 11.

We process the channels in the two sets differently: chan-
nels in S_chan_set are immune to change but the channels
in D_chan _set are changing with the probing results.

The time the station stays on one channel when probing is
determined by two time intervals: minChanTime and max-
ChanTime. When minChanTime expires and the current
channel is in D chan _set, we remove the channel from set.
By preferentially probing the non-overlapping channels and

a dynamic adjustment of the channel set, the station can ac-
curately discover APs and jump over channels that have no
AP on them.

The worst case is that if the station has probed all the
channels in the two sets and still no APs have been found,
then D _chan _set will be reset and restart the probing.
2.3.2 Dynamic cache assisted AP information mainte-

nance

The introduction of a cache is an effective way to cut
down on handoff latency. When a handoff occurring, the sta-
tion first uses APs in the cache and no more probing work is
needed. If the station successfully associates with an AP in
the cache, handoff latency decreases dramatically. But if all
the APs in the cache fail to associate, the station has to re-
start the normal probing phase and thus increases the handoff
latency in the opposite directions. Cache maintenance, occur-
ring periodically, temporarily stops transmission and recep-
tion of data frames and cost is included. So the availability
of APs in the cache is very important.

The problem is that all the cache contents are static so that
we only update attributes of APs in the cache and do not add
any new APs to the cache or delecte any APs from the
cache. The contents are changeless unless all the APs fail.
But when the station moves, the APs in its vicinity change;
that is, the station leaves some old AP coverage and enters
some new AP coverage. This is common because real-time
applications require better signal coverage of the WLAN and
as long as the channels are different, the coverage of two
APs can become deeply overlapped. Since some APs are not
available anymore, we should replace these APs in the cache
with other newly encountered APs.

In this paper, we propose a dynamic cache. The mainte-
nance of the cache should face the channels that the station
probes channels in S _chan _set and D _chan _ set( Channels
that have no APs being worked on are already removed) . If
some new AP has been found and is better than an AP in the
cache working on the same channel, the old AP will be re-
placed by the new one. If the AP is already in the cache, the
AP’s information is updated. When the station is moving,
the APs surrounding the station are also changing; the APs
in the cache are also changing synchronously. The station
temporarily leaves its working channel when doing mainte-
nance work and to avoid frame loss, the station informs the
current AP that it will enter into “power saving” mode be-
fore switching to other channels. After fulfillment of cache
maintenance, the station retrieves the data buffered at the AP
by sending PS poll frames.

Algorithm 2
while( true) {
sample and smooth RSSI;
if(RSSI < Handoff _ Threshold

&& ieee80211 _state = = RUN) {
while( get and check cache) {
if(cache is not empty) {
choose AP(i)with AP selection algorithm;
try authenticate and associate with AP(i);
if( successful with AP(i)) {
Handoff _ Threshold
=second Handoff Threshold;

Fast handoff algorithm
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break;
}
else{
delete AP(i)info;
}
}

else {
reset D chan _set;
probe chan consecutively;
update the cache;
}
}

}
else if(RSSI > =normal _ Threshold

&& ieee80211 _state = = RUN)
Handoff Threshold =
prime _ Handoff _ Threshold;

3 Solution Testing and Analyses

We implement all the three parts of our fast handoff solu-
tion on wireless terminals, and experiments are done in a
typical hotspot WLAN for analysis and evaluation.

3.1 Test bed and related configuration

The hotspot is an IEEE 802. 11 b/g WLAN with 12 APs
distributed among a building floor and all the APs are work-
ing on channel 1, 6 or 11. In our experiment, we use 6 of
them and the topology of the APs is given in Fig. 3. The
APs are positioned on the ceiling and have one or two anten-
nas reaching out to their coverage area.

Fig.3 Hotspot WLAN for experiment

The mobile node is a HP Compaq nc4200 laptop with
Linux ( Fedora kernel version 2. 6. 15) as operating system
and equipped with TP-Link WN510G cardbus WNIC. We
choose Madwifi as our developing platform which supports
WNIC built in with Atheros chipsets. The version of the
open source driver is madwifi-ng.

Using Madwifi, we implement our fast handoff solution
on the driver of WNIC. The three handoff triggering thresh-
olds are 20, 8 and 5, respectively. We use the kernel timer
to perform cache maintenance work and the timer expiration
interval is 30 s. The timer is activated when the station is in
running state and it is stopped when a handoff is triggered.
Two important values for active probing are: minChanTime
is 7 ms, and maxChanTime is 11 ms. To have records relat-
ed to handoffs, we write time of handoff triggering, handoff
latency and time when starting to update the cache into the

system log. The time is a relative value with the time when
the WNIC is activated as a base point.

3.2 Experiments and analyses of performance

To simulate the data flow of VoIP applications, we use the
network diagnosis tool “ping” to send ICMP requests to a
host on an Ethernet every 20 ms and receive ICMP respon-
ses from the corresponding host. We record the ICMP RTT
(round trip time) at the laptop and capture the ICMP request
packets using Ethereal at the host side which are used to cal-
culate the inter-arrival time of ICMP requests. To obtain re-
liable experimental result and eliminate influences such as
MAC address learning of switchers, we omit records before
the 100th ICMP packets. To obtain true experimental data,
the experiments are often practiced on the weekend or in the
evening with very few interfering origins and we try to keep
moving along the same way, at the same speed during each
experiment.

The results are shown in Fig. 4 and Fig. 5. In Fig. 4 we
can see that handoff occurs when a wireless link condition is
deteriorated which is reflected by the increase in RTT delay.
The latency produced by cache maintenance is less than 50
ms with an average of about 30 ms (usually probing 3 chan-
nels) . The average handoff latency is about 10 ms because
of the improvement in cache availability. Fig. 5 reveals the
inter-arrival time of ICMP packets at the corresponding
host. Although handoff occurs 3 times, there are very few
packets jittering and they account for less than 1%o of all the
packets. We can also observe that some packet inter-arrival
times are O; the reason is that when the station updates a
cache, it not only informs the AP to buffer downlink data
but also creates a local buffer for uplink data on itself. When
the maintenance of the cache is completed, it immediately
clears up the local buffer and sends pending data without
considering the time when these data are passed down from
the upper layers, so some ICMP packets arrive at the corre-
sponding side at the same time.

50

2

Cache update

(95
o
T

Handoff

7

1 2 3 4 5 6 7
Packet sequence number/10?

Fig.4 RTT time of ICMP packets

Round trip time/ms
8
T

—_
(=)

OE_.

0.401
@ 0.35r

Cache update

o 1 2 3 4 5 6 71
Packet sequence number/10?
Fig.5 [Inter-arrival time of ICMP packets



154

Ni Weiguo, Dong Yonggiang, Xia Qin

4 Conclusion

Real-time applications on WLAN are sensitive to handoff
latency and one of the preconditions of large scale deploy-
ment of real-time applications is reducing handoff latency
and optimizing the handoff process. First we analyze the
handoff procedure and investigate three aspects of the hand-
off: handoff triggering, AP selection and the fast handoff al-
gorithm. To keep protocols consistent and to get better ex-
tensibility of our solution, we design and implement all our
proposals on station only. The station-centered fast handoff
solution is composed of three parts: a handoff triggering
mechanism based on a dynamic threshold adjustment; an AP
selection criteria based on probe delay; a fast handoff algo-
rithm with differentiated channel selection and a dynamic
cache. Through experiments on the hotspot WLAN, our solu-
tion has better handoff performance and strong extensibility.
It is very easy to deploy our solution onto the existing Hots-
pot WLAN:S.
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